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Computational Efficiency
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Up Next:
Shattering-Based Active Learning
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Up Next:
Distribution-free Analysis



Distribution-Free Analysis
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Adapting to Heterogeneous Noise
So far: Active learning for spatial heterogeneity of opt function:
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Also consider: Spatial heterogeneity of noise:
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Active Learning with TicToc

An active learning alg. 
(e.g. A2)

A passive learning alg.

Main new part
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Principles of Active Learning



Tsybakov Noise
The alg. adapts to heterogeneity in the noise.

Let’s try it with a model that explicitly describes 
heterogeneous noise:

Tsybakov Noise
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Tsybakov Noise
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Example: 
Thresholds
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Conclusions



Questions?


