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Abstract

The study of networked systems is an emerging field, impacting almost every
area of engineering and science, including the important domains of communica-
tion systems, biology, sociology, and cognitive science. The recovery of network
structure from experimental data is a basic and fundamental problem. Unfortu-
nately, experimental data often do not directly reveal network structure due to in-
herent measurement limitations such as imprecision in timing or other observation
mechanisms. This paper considers the following problem. Suppose a number of
transmissions are made between a collection of senders and receivers. We observe
the subset of network elementsd, communication links, genes, actors, neuron
colonies) which carry each transmission, but the order in which these elements
appear in the transmission paths is not observable. Mathematically, the network
structure can be described by a graph whose vertices are the communicating el-
ements, senders and receivers. Each transmission is a directed path through the
graph, and without direct knowledge of the order in which vertices are traversed
there are generally an exponentially large numbefeatiblegraphs which agree
with the observed data. Yet, the basic physical principles underlying most net-
works strongly suggest that all feasible graphs are not equally likely. Specifically,
vertices that co-occur frequently are probably closely connected.

To mathematically formalize this intuition, we model paths through the graph
as realizations of a random walk on the underlying graph. Each experimental ob-
servation is modelled as an independent sample of this random walk (a first-order
Markov chain) subjected to a random permutation which accounts for our lack of
order information. The problem of recovering network structure then reduces to
estimating the parameters of this Markov chain. In particular, we derive an ex-
actexpectation-maximizatiofiEM) algorithm for finding themaximum likelihood
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(ML) or maximum a posterioffMAP) estimates by treating the random permu-
tations as missing data. For very long paths the E-step may be computationally
intractable, so we also propose Monte Carlo versions of the E-step and derive con-
ditions under which the Monte Carlo EM algorithm will converge with high prob-
ability. Simulations and experiments with Internet measurements demonstrate the
promise of this approach.

1 Network Reconstruction and Co-Occurrence Obser-
vations

The study of complex networked systems is an emerging field, impacting nearly every
area of engineering and science including the important domains of communication
systems, biology, sociology, and cognitive science. Analysis of network structure en-
ables:

Communication networks: A better understanding of routing, transmission patterns,
and information flow which can be used to predict routes, to diagnose failures,
to identify and trace back anomalous traffic, and to provision new infrastructure
[6,18];

Biological networks: A better understanding of the functional roles played by dif-
ferent genes and proteins in biological systems which can be used to provide
insights into human diseases and to identify potential drug targets [11,17];

Social networks: A better understanding of social interactions and dynamics which
can be used to uncover the organizational structure of communities and to predict
and analyze the spread of epidemics [16, 21];

Brain networks: A better understanding of how functional regions within the brain
are interconnected which can be used to study brain-related illnesses and injuries
and to gain new insights into the nature of brain function [1, 20].

Inferring the structure of networks from experimental data is thus a basic and funda-
mental task, critical to many applications. Unfortunately, measurements which directly
reveal network structure are often beyond experimental capabilities or are excessively
expensive. In this paper we consider a specific network inference problem: that of
learning the structure of a network from indirect observations arising from a subset of
simultaneously activated nodes. Mathematically, the underlying network structure is
represented as a directed graph and we assume that the nodes activated during one ob-
servation form a connected subgraph. Our observations reflect which subset of vertices
are activated during the measurement, but not the connectivity. Because the observed
vertices simultaneously “occur”, we refer to such measuremerts-ascurrence ob-
servations Co-occurrence observations arise naturally in each of the application areas
mentioned above.

Communication networks: Transmissions over communication networks corre-
spond to paths. The so-calledernally-sensed network tomograppsoblem specifi-
cally aims at recovering the network topology given a unordered lists of network ele-
ments along transmission paths [18]. It is impossible to observe order information in



practice in this setting. The sensors making observations are distributed over a wide ge-
ographic area and paths are constructed on a very short time-scale so extremely precise
time synchronization is required to measure order information.

Biological networks: Signal transduction networks describe fundamental cell func-
tions such as growth, metabolism, differentiation, and apoptosis (disintegration). High-
throughput measurement techniques such as microarrays have successfully been used
to identify the components of different signal transduction pathways. In particular, a
single microarray experiment reflects the strength at which genes are expressed or reg-
ulated under particular environmental conditions, and these conditions are changed in
different experiments. Then, cluster techniques are applied to identify groups of genes
which comprise a signaling pathway [23]. The cluster analysis identifies co-occurring
genes, but not their order in a pathway. Microarray data only reflects order information
at a very coarse level and may be unreliable. Experimental techniques exist which pro-
vide more precise order information but they only target a few genes at a time and are
both costly and time-consuming. Consequently, developing computational techniques
for inferring ordering is an active research area [14].

Social networks: Co-occurrence or transactional data may arise in the context of
social networks by considering which academic papers are co-cited by another paper,
which web pages are linked to or from another web page, which actors co-appear at an
event or are diagnosed with a common disease on the same day. Such measurements
are readily available, but do not necessarily reflect the temporal or other natural order
in which they appeared. Researchers in this area have considered the problem of re-
constructing networks from co-occurrence data and also of using the inferred network
to predict potential future co-occurrences [12].

Brain networks: Functional magnetic resonance imagitftMRI) provides a
mechanism for measuring activity in the brain with high spatial resolution. By ob-
serving which regions of the brain activate while a patient is performing different tasks
we can obtain multiple co-occurrence observations. However, although fMRI offers
high spatial resolution it comes at the cost of low temporal resolution and so it is not
possible to obtain complete order information using such measurements. Magnetoen-
cephalography and electroencephalography measure activity in the brain with higher
temporal resolution but only provide coarse spatial resolution, and thus may not allow
one to determine precisely which functional regions are active during a given task.

In this article we focus on observations arising from transmissions through the net-
work. Specifically, each co-occurrence observation corresponds to‘atpaihgh the
network. We observe the vertices comprising each path but not the order in which they
appear in the path. In certain applications the endpoints (source and destination) of the
path may also be observed.

Our goal is to identify which pairs of vertices are directly connected via an edge,
thereby learning the structure of the network.fe&sible graphis one which agrees
with the observations;e., a graph which contains a directed path through the vertices
in each co-occurrence observation. Given a collection of co-occurrence observations a
feasible graph is easily constructed by assigning an order — any order, in fact — to the

1Throughout this paper a “path” refers to a sequence of verfiegszo, . .., zy) such that there is
an edge between each adjacent pair of vertizgs; andz;, and no node appears more than once in the
sequence.



vertices in each observation, and then inserting directed edges between vertices which
are adjacent in the assigned order. Because the number of possible orders of a sequence
is exponential in the sequence length, it is evident that there are generally an exponen-
tial number of feasible topologies. Without additional assumptions, side information,
or prior knowledge there is no reason to prefer any one feasible topology over the oth-
ers. Yet, the physical principles underlying most complex networks strongly suggest
that not all feasible networks are equally likely. This motivates adopting a model or op-
timality criterion by which to rank the feasible topologies. Still, it may not be easy to
compute an optimal solution even with a simple, well-defined criterion. For example,
to the best of our knowledge, the only way to find the set of sparsest feasible graphs
(i.e, feasible graphs with the fewest edges) is to search the entire solution space.
Previous work on related problems has involved heuristics using frequencies of
co-occurrence either to assign an order to each path [18] or to approximate the prob-
ability of transitioning from one vertex to another [12]. These approaches are simple
to compute in general, but in order to achieve computational tractability they make
stringent assumptions and sacrifice robustness. For examplé&etheency method
introduced in [18] is based on a model where paths from a particular source or to a
particular destination form a tree. This model coincides with the shortest-path routing
policy. When the network provides multiple paths between the same pair of endpoints
(e.g, in a load-balancing scenario) the algorithm may fail. T@aphalgorithm pro-
posed in [12] inserts weighted edges between every pair of vertices which co-occur in
some observation. This approach produces solutions which are typically much denser
than desired. Because both of these methods are based on heuristics, the results they
produce are not easily interpreted. Also, these heuristics do not readily lend them-
selves to incorporating side information. A different approach, introduced by Justice
and Hero in [10], involves averaging over an ensemble of feasible topologies sampled
uniformly from the feasible set. In general there is an enormous number of feasible
topologies (exponential in the problem dimensions) exhibiting a wide variety of char-
acteristics, and it is not clear that an average of feasible topologies will be optimal in
any sense. These observations have collectively motivated our development of a more
general approach to network reconstruction which we simply tegtwork inference
from co-occurrencesr NICO for short.

1.1 Network Inference from Co-Occurrences

This paper proposes a novel approach to estimating the structure of a network from
co-occurrences which 1) generates solutions which are easy to interpret, 2) is robust
to modelling assumptions, 3) admits efficient computation, and 4) provides a natural
mechanism for incorporating prior knowledge or side information. Our approach is
based on a generative model where paths are realizations of a random walk on the
underlying graph. A co-occurrence observation is obtained by randomly shuffling the
random walk realization, to account for our lack of observed order information. Based
on this model, the network reconstruction problem reduces to estimating the parameters
governing the random walk. Then we can use these parameter estimates to determine
the most likely order for each co-occurrence and reconstruct the network accordingly.
Now, we do not necessarily expect measured paths to be generated according to a



random walk in the real system. Nonetheless, the following interpretation motivates
our shuffled random walks as a robust and flexible model. Imagine sitting at a par-
ticular vertex in the network and observing a series of transmissions pass by. This
vertex is only connected to a handful of other vertices in the network, so regardless of
the final destination of each transmission, a transmission arriving at this vertex must
pass through one of the neighboring vertices next. Over a period of time, we could
record how many arriving transmissions are passed to each neighbor, and then calcu-
late an empirical probability distribution on which neighbor an incoming transmission
is passed to. The method proposed here formally develops a framework for estimating
local transition probabilities from a collection of co-occurrence observations, without
making any additional assumptions about routing behavior or properties of the under-
lying network structure. Experimental results on simulated topologies indicate that
good performance is obtained for a variety of operating conditions. Also, because our
method is couched in the theory of probabilistic/statistical inference it is easy to incor-
porate side information in the form of a prior on the inferred parameters.

The rest of the paper is organized as follows. In Section 2 we introduce notation
and formally state the problem setup. Section 3 reviews the standard approach to es-
timating the parameters of a random walk when fully observed (ordered) samples are
available. In Section 4, we derive the EM algorithm for estimating random walk param-
eters from shuffled observations. The Monte Carlo E-step is described in Section 5 for
situations where large observations do not admit exact E-step computation. Section 6
analyzes convergence of the Monte Carlo EM algorithm. Section 7 describes how prior
information can easily be incorporated into the inference procedure via a collection of
independent Dirichlet priors. Simulation results are presented in Section 8 and the
papers is concluded in Section 9.

2 Problem Formulation

Our goal is to reconstruct a network from co-occurrence observations. Formally, we
model the network as a simple directed graph on the vertes set{1,2,...,|5|}.

The number of verticeg,S|, is known ahead of time, so the network reconstruction
amounts to determining the adjacency structure of the giiaphidentifying whether

or not there is an edge froirto j for every pair of vertices.

A co-occurrence observatioly, C S, is a subset of vertices in the graph which
simultaneously “occur” when a particular stimulus is presented to the network. For ex-
ample, when a transmission is made over a communication network, a subset of routers
and switches carry the transmission from the source to the destination. This activated
subset corresponds to a co-occurrence observation, with the stimulus being a trans-
mission between that particular source-destination pair. By repeating this pro@édure
times with different stimuli we obtain the observation datas {y™"),y®, ... y(™},
which will be used to infer a network.

A feasible solution contains a path coinciding with each observed co-occurrence.
Lety = (1,92, - ..,yn) denote the elements of a length-N co-occurrence, indexed in
ascending order (really, any arbitrary order will do). Because we allow co-occurrences
to have different lengths, in what follows we will writ¥,,, for the number of vertices



co-occurring in thenth observationy(™). Formally, a directed grap8' is a feasi-
ble network reconstruction if for each unordered co-occurrept®), there exists an

ordered pathe = (z1,22,...,2n,,) and a permutatiomr = (71, 72,...,7n,,) SUch
thatz, = y,, for eacht = 1,..., N,,, and there is an edge from_; to z, in G for
t=2,...,N,.

Notice that a co-occurrence observation does not explicitly contain information
about the order of vertices in its corresponding path, but if the order were known
then network reconstruction would be trivial. Suppose we observed ordered paths
z) ..., z(T). Beginning with an empty graph ¢8| vertices and no edges, the net-
work reconstruction would be obtained by inserting an edge fzrii’r“ﬁ to zt(m) for each
observation. Similarly, given the correct permutatidfi*) for each co-occurrence ob-
servationy (") we could obtain ordered observatiai&") by inverting the permutation,
and then use the same procedure.

In practice we do not make ordered observations nor do we have access to the cor-
rect permutations. However, we can obtain a feasible reconstruction by associating
any permutation with each co-occurrence, and then following the procedure described
above. There ard,,,! ways to permute the elementsyf™), and so simple combina-
torial calculations reveal that there may be as marﬂﬁgl N,,! feasible reconstruc-
tions. Clearly, for largeV,,, andT this is a huge set to search over. Moreover, without
making additional assumptions or adopting some additional criteria there is no reason
to prefer one feasible reconstruction over another. This motivates making additional
modelling assumptions or bringing in additional prior or side information to address
the ill-posed nature of this problem.

Physical principles governing the development of many natural and man-made net-
works suggest that not all feasible networks are equally plausible. Intuitively, if two
or more vertices appear collectively in multiple co-occurrences, we expect that their
order is probably the same in the corresponding paths. Likewise, we expect that each
vertex will generally only have a few neighbors. Based on these intuitions we pro-
pose the following probabilistic model. First, we model the unobserved, ordered paths,
z(™), as independent samples of a first-order Markov chain. The Markov chain is pa-
rameterized by an initial state distributian € [0, 1)/l wherer; = P[z; = 1], and
a probability transition matrixA € [0, 1]I91%I51, with A; ; = Pz, = j|z—1 = i].
These parameters must satisfy the constraints

S| S|
> m=1 and Y A;;=1foreachi=1,...,[S|. (1)

i=1 j=1

In addition, we assume that the support of the transition matrix is determined by the
adjacency structure of the underlying netwdrk;, A; ; > 0 if and only if the network
contains an edge fromto j.

A co-occurrence observatiow, is generated by shuffling the elements of an or-
dered Markov chain sample,= (z1,...,2xy), according to a permutatiom, drawn
uniformly from ¥ 5, the collection of all permutations @¥ elements. We assume that
7 is independent of the Markov chain sampleBased on this model, we can write the
likelihood of a co-occurrence observatigrconditioned on a particular permutation



as

P[y|T7 A? ﬂ-] = ﬂ—y71 H Ayﬂ't71 Y1yt (2)

t=2

By marginalizing over all permutations we obtain

PlylA,x] = > Ply|r,A,w|P[7] (3)
TE\I/N
= Z Ply|r,A 4)
TG\I/N

Finally, based on the assumption that co-occurrence observations are independent, we
have

T
PyIA,x] = [ Ply"™IA =], (5)

m=1

Taking the logarithm gives

T
log PIY|A,®] = Z log Z Ply™ |+ A x] | —log(N,,!)| .(6)

m=1 TG\I’NM

Now the network reconstruction problem amounts to estimating the maximum like-
lihood Markov chain parameters,

(AmL, TmL) = argrE%%(P[y\A,ﬂ. (7)

Then we can uséAy, ,mw) to compute the most likely permutation for each co-
occurrence observation, and obtain a reconstruction using our procedure for ordered
observations described above. Alternatively, a network reconstruction may be obtained
by applying a threshold rule to the transition matrix.

Observe from (2) that each conditional likelihood involves a product of transition
matrix terms, and recall the constranﬁﬁs| A; ; = 1. We can think of node being
assigned one unit of mass, and this unlt is distributed over each of its neighbors in
the graph. If vertex has more neighbors then this unit mass is being spread over a
larger number of terms so thé; ; will be smaller. Consequently, the likelihood of co-
occurrences containingis smaller. This reasoning provides one explanation for why
our model encourages sparse reconstructions.

Of course, we could try to solve the optimization (7) directly, but (6) is generally
a complicated, non-convex function and so direct optimization is not a simple task.
Below we derive an EM algorithm for solving this optimization by treating the permu-
tations{7(™} shuffling each path as missing data. Before deriving the EM algorithm
we review the standard approach to estimating Markov chain parameters from ordered
observations.



3 Estimating Markov Chain Parameters from Direct
Observations

It is convenient to introduce another representation for the Markov chain samples,
z = (z1,...,2n); specifically, instead of; € S, we use the equivalent binary repre-
sentationw; = (wy,1,...,wy,s)) € {0, 1} with (w,; = 1) & (2, = 7). One and

only one entry of each vectev, is equal tol. With this notation, we can write

P[Zla"'aZN|A77T] = P[Wla"'aWN|Aa7r] (8)
IS| N S| IS

= Mo T o
i=1 t=24i=1j=1

where, by conventiof® = 1 (justifiable by continuity, sincéim,_.q a® = 1). Thus,

IS] N 18] 1S

IOgP[Wl,...,WN|A, Zwl ¢10g7T¢+ZZZwt 1,4 Wt,j5 logAL] (10)
t=2 i=1 j=1

Now, suppose that instead of one sequewce= (wq,...,wy), We have a set
W with a total of ' sequences which are assumed to be independent realizations
of this Markov process. Each sequence may have a different length, so we write
w = {wh . wD}, wherew(™ = (wgm),...,wm), form = 1,...,7. The
log-likelihood for the set of sequences (due to the independence assumption) is simply

T
log PW|A, ] = ZlogP[w(m)|A,7r]
T |S| T Ny |S] 1S]
= ZZw“ logm—i—ZZZwa 11wle)logAi_j.
m=1 =1 m=1t=2 =1 j=1
S| IS] 15|
= Zlongw1Z +ZZlogA”ZZwt “wt] (12)
i=1 j=1 m=1 t=2

Maximum likelihood estimates ofr and A are obtained my maximizing
log P[W]A, =] under the constraints in (1). Sinbez P[W)|A, ] is a concave func-
tion of A andw (it is a sum of logarithms of these variables), concave constrained
optimization using Lagrange multipliers leads to the following well-known estimates:

T N,
(m) (m)
E Wy_1,; Wy 5
m=1 t=2
IS| T N
(m) (m)
D> wili v
j=1m=1t=2

1 T
7= Tzwg’j;‘). (12)

m=1

)




4 Estimating Markov Chain Parameters from Shuffled
Observations Via the EM Algorithm

We are now interested in the case where we we have co-occurrences, not ordered sam-

ples. Rather than using = (r1,...,7n) to denote the shuffling permutation, we
introduce a more convenient representation; each shuffling is representqubbya
tation matrix i.e., a matrix with one and only one 1 in each row and each column. Let

the shuffling matrix for sequenee be denoted as™ so that(rgfz) =) e =M=
w'™). Given bothr(™ andx(™), we could recover the unshuffled sequendg” by
applying

) TF ()
m m t,t!
w” :H(xm) , (13)
t'=1
adopting the conventiof = 1. For example, with” = 2, N; = 5, Ny = 4,
001 00 010 0
10 000 00 1 0
=10 000 1], and r®= ,
1 0 0 0
01 0 0 O 00 0 1
00 0 1 0
we have thatw!) = (wgl),wél),wél),wgl),wél)) = (xél),x(ll),xgl),xgl),xg)),

andw® = (wl? w® w? wi?) = x{?,x?, x? x(?), that s, the position of
the unique 1 in row indicates which of the shuffled samples was produced atttime

Denoting byR = {r™"), ..., r()} the collection of sorting matrices corresponding
toX = {xM ..., x(T)}, we can write the complete log-likelihood as follows. Start by
observing that

log P[X,R|A, ] = log P[X|R, A, | + log p[R],

and thap[R] is just a constant (assuming uniform distribution over the set of all possi-
ble permutations), we have

log P[X,RIA, ] « logP[X|R,A,r] (14)
T
= ) log Px"™|rt™) A, 7] (15)
m=1
T Nm Nm N S|
m) _(m) m) _(m)
= Z Z Tt(,t/ 7}(—1,t” ‘Tg”,i Ty 5 log Ai
m=1 t=2 t'=1 t"=1 i,j=1
T Ny |S|
+ Z 7'52",) :EE,T"Z) log ;. (16)

Next we treatR as missing data and address the problem of estima\irmgnd
via the EM algorithm. The EM algorithm proceeds by computing the expected value



of the complete log-likelihootbg P[X’, R| A, 7] with respect to the missing data, con-
ditioned on the observations and on the current estimate of the model paraméters,
andw”,

Q (A, m; A, %) = E [log P[X, R|A, x| |X,A* =] . (17)

The model parameter estimates are then updated according to

(AkH, 7rk+1) = arg r}\l%%( Q (A, ; Ak,ﬂ'k) , (18)

and the process in repeated cyclically until a convergence criterion is met. Equation
(17) is the E-step, and (18) the M-step.

4.1 The E-step
Rearranging the order of summation in (16), we can write

T S| Nn Nn
log P[X, R|A, 7] o Z Z Z Zri?rt 1t,,x§,, )xgn)logA”

lij=1¢t"=1t=2

T
SN A 0w

\
m=1i=1t'=1

A key observation which facilitates the derivation of the E-step is that the complete
log-likelihood is linear with respect to simple functions of the missing variables:

e the first row of each matrix("™), that is,rif?,), form = 1,...,T andt’ =
1,...,Npn;

m) _ Nm (m) (m)

e sums of transition indicatorsy tma Ty Tioggm fOrm =1,....T,

t',t” ==
andt’,t" =1,..., Np,.

Since the conditional expectation of a linear function of a random variable is simply
that linear function computed at the expected value of the random variable, in the E-
step we just have to compute the conditional expectatlomé"afandat, . and plug

them into the complete log-likelihood function. Denote by

i o= Bl e Akt = P = 1]x A at ] (19)
alm, = E[aﬁ,”j}, X,Ak,wk} _P[a,ﬁ??,/_ux,Ak,wk}, (20)

where we have used the fact that these variables are all Bjntitys their ex-
pected values coincide with the probability of being equal to one. The function

Q (A, m Ak k) is obtained by plugglng*‘i”f,) in the place ofrﬁ"z,), and agf”t),/ in

the place ont 5 rf v Tt( 1.+ In the complete log-likelihood (16).

2Note that since(™) is a permutation matri)@ifr?,/ is also a binary variable.
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To conclude the derivation of the E-step, we obtain exact expressions for these

conditional expectations. Let us start W?ﬁﬁ;ﬁ), which is given by (19). From the
mutual independence among the several observed sequences,

= P = 1]x AR x| = P =1 [k, ARt
Next, invoking Bayes law, we have that

Jom _ PRI =1, A% 7 P = 1]
1,t P[X(m) |Ak, ﬂ.k] .

Then, under the assumption that all permutations are equally likely, marginalizing over
permutations gives

m N7n_1 !
((lefl)! Zrellizvm:rl’t/:lp[x( )|r»Ak»7"k]) (( N, : )
Nt Lrewy,, PxM[r A% ]

ZrG\PNm iy =1 P [X(m) }I‘, Ak; ﬂ-k]
ZrE\I/Nm P[x(m) |r, Ak, k]

=(m)
714

The termsP [x(™)|r, A, w*] are easily computed as

P[x(m) r,Ak,wk] = P[y(m)|T,Ak,ﬂ'k]

NT’VL
_ k k
= Wygr,,L)HAygr,YL) y.(r'm,)'
1 =9 t—1 t

Defining summary statistics

vt(,m) = Z P[X(m) I‘7Ak,7\'k]7 (22)
re¥y,, ry =1
foreachm =1,...,T andt =1,..., N,,, we have
F(m) B ,_Yig/m)
Lt ™ Nm (m)°
t'=1"T¢

11



We computeiifz’t),, in a similar fashion and obtain

(m)  _

Oét/ Iz

E :Ttt’ Tt 1t”

E [rg'rg)rgml) " {X(m), Ak, ﬂ_k:]

x(m) Ak,ﬂ'k‘|

2

m

[ L):

P[Tﬁ?)riml = 1’X(m) Al m ]

~
[
N

w P e 1 AR k] Pl 1]

P[ (m) |1Ak:7 7-‘-16]
(m ZI‘E\I’NM :Tt,t"rt—l,t”:l P [X(m) |r7 Ak; ﬂ-k] ) ( (N]Tvny;!z)! )
= N%n' Zre\Ime P[X(m)|r’ Ak, k]

Srcwn, POV, AR wb ) STV vy g
ZrE\I/Nm P[X(m)lrvAkaﬂ-k] .

(]

~+
||
V]

2
3

~+
(V]

Defining statistics

N,
’y{(/”;’:‘f}/ = Z P[x(m)|r,Ak,7rk} Zrt,t/rt—l,t”a (22)
re¥n,, t=2
we have
(m) W
_(m t ot
Qs prr = ﬁ' (23)
o0 Y )

Notice that for thenth observation, storing all the staﬂsﬂt{&i’?)} and{a E’;ﬁ)t,/},

requiresN2, memory units; there a&(";") = N2 — N,,, transition statlstlcsa%),,,

and N,, initial state statlst|csr§m). These quantities can be computed via the sum-

m)

mary statisticgy\"} and{~", 'y} using the same memory needed to s ”)} and

{&,1r 47}, 1N O( m) ) operationsij.e., the number of operations required to enumerate
all permutations of the co-occurring vertices in this observation. For large observations
(large N,,,) this can be a rather hefty load, and in Section 5 we suggest methods for
computing approximations @ ;» anday ;.

12



4.2 The M-step
As just shown in Section 4.1, the functiGh(A, w; A* 7%) is

T
Q (A, mAf ") = Z Z Z &ﬁf’?/, ng/”) 0 ™ log A; ;

£33 S A ) ogs (24)

Maximization under the constraints in (1) leads to following simple update equations:

e Transition matrix:

S5 Al sl

k1l m=1¢tt"=1
Y |S‘ T : (25)
S0 S el
j=lm=1¢t"=1
e |nitial probabilities:
T N,
—(m) _(m)
Z e Loy
71_@+1 _ m=1 t'=1 . (26)

4.3 Known Endpoints

We have just derived the EM algorithm for the general case wherea collection of
fully shuffled sequences from a Markov chain. A special case arising in some applica-
tions described in the introduction is where (one or both of) the endpoints of each path
are known and only the internal nodes are unordered. This is the case in the context
of communication networksi.€., internally-sensed network tomography), since the
source and destination in each path are known but the connectivity within the network
is unknown. For the purposes of estimating biological networks (signal transduction
pathways), a physical stimulus.fj, hypotonic shock) causes a sequence of protein
interactions, resulting in another observable physical respange 4 change in cell
wall structure); in this setting, the stimulus and response act as fixed endpoints and our
goal is to infer the order of the sequence of protein interactions.

Our EM algorithm can easily be modified to handle known endpoints. Observe that
knowledge of the endpoints of each path imposes the constraints

=1 and ry’, =1 27)
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Under the first constraint, estimates of the initial state probabilities are simply given by

T
7= Z i (28)

m=1

Thus, the EM algorithm only needs to be used to estimate the transition matrix entries.
Let B
\I/N:{T‘E‘I/N : 7“1’1:1, 7“]\/7]\/':1}, (29)

denote the collection of permutations &f elements with fixed endpoints. The M-
step (update foA**1) remains exactly the same. Similar to before, the E-step can be
computed using summary statistics

Fm = 3" Px™r, A, 7| (30)
TG\T/NW,
%(,"2, = Z [x(™)|r, A7 Zrt tTt—1,t7 (31)

re ‘i’N,,,L

fort/,t" =1,...,N,,, and settlngxf/ t,, = %/ f///v

5 Monte Carlo E-Step by Importance Sampling

Implementing the exact E-step is straightforward. However, for long sequences, the
combinatorial nature of (21) and (22), that is, the need to sum over all permutations of
the sequence, may render exact computation impractical. In this section, we consider
sampling-based approximate versions of the E-step, which avoid the combinatorial na-
ture of its exact version. To lighten the notation in this section, we focus on a particular
lengthsV pathx = {x1,...,xy} and drop the superscrigin); due to the indepen-
dence of the paths, there is no loss of generality. We also drop the superscripts from
(A*, %) and use simplyf A, 7) to denote the current Markov chain parameter esti-
mates in the EM algorithm.

The E-step (see (19) and (20)) consists of computing the conditional expectations

Ty = E[ru/‘X,A, Z rie Plrx, A, 7 (32)
re¥y
N
dt’,t” = E[at/7t// X,A,Tf] = Z Z?})t/ Tt—1,t" P[I‘|X,A,7T]. (33)
re¥y t=2

A naive Monte Carlo approximation to these sums would be based on random per-
mutations, sampled from the uniform distribution o¥eg (the collections of all per-
mutations of N elements). However, the reason one may have to resort to approxi-
mation techniques in the first place is thak is large; thus, typically only a small
fraction of these random permutations will have non-negligible posterior probability,
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P[r|x, A, =], and so a very large number of uniform samples is needed to obtain a
good approximation t@; ;» anda 4.

Ideally, we would sample permutations directly from the posterior distribution
P[r|x, A, =]; however, sampling from this distribution would require determining its
value for all N! permutations inl . Instead, we emploimportance samplinglS):
we samplel permutationsy!, ..., r%, from a distributionR[r], from which it is easier
to sample tharP[r|x, A, =], and then apply a corrective re-weighting to obtain ap-
proximations tor; » anday ,; see, for example, [19] or [13] for an introduction to
IS. Note that we are now using the superscripi-da index the sample number, not to
identify the path. The importance sampling estimates are given by

Si, w
i=17%i 1 ¢/

(SR Wy (34)
L N i 7
i=1 %i o Ty o Ty_q 1
Qi g g 2it1 ZtL—2 bt TemLer (35)
21':1 2
wherez; is the correction factor (or weight) for sampig given by
Plr'|x, A, 7]
T T A 1 36
: Rt (36)

the ratio between the desired distribution and the sampling distribution employed.

A relevant observation is that the target and sampling distributions only need to
be known up to normalizing factors. GiveRl[r] = Zr R[r] and P'[r|x, A, x| =
Zp P[r|x, A, =], for constant&Zr andZp, we can use

, Plrix,A,nw] Zp
z; = R =7 Ziy (37)
instead ofz; in (34) and (35); these sums will remain unchanged since the factor
Zp/Zr will appear both in the numerator and denominator, thus cancelling out.

The remainder of this section contains the description of two IS schemes, includ-
ing the derivation of closed form expressions for both the sampling distributicemd
weights,z;, associated with each approach. In the first approach, permutations are gen-
erated sequentially by sampling the “next” element of each sequence according to our
current estimate of the transition matriX, The second sampler takes a more hierar-
chical approach, by first sampling likely transitions and then “gluing” these transitions
together to form a permutation. We conclude the section by describing other sampling
variants and presenting an empirical comparison of the various techniques discussed.

5.1 Causal Sampling

It is more convenient here to use thendr representations for the shuffled paths and
permutations (see Section 2). Also, we will enforce the assumption that the observed
sequencey = {y1,...,yn} is indeed a path through a network, so it contains no
repeated elements.
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Let us define a sequence of binary flafysz { f1, f2, ..., fig}, with f; € {0,1}.
Let (for now) these variables indicate the presence/absence of siatethat is,

1 = iey o
fz—H{ZEy}—{ 0 «— igZy fOI’Z—l,Q,...,‘SL (38)

wherel., denotes the indicator function. Given some probability distribupor-
{p1,p2,...,p5} on the set of statesy, denote byp - f this distribution restricted to
those elements f that have corresponding flgg set to 1, that is,

pifi Difi
Pfi= 57— ="7F¢
Popst; PUE

fori=1,2,...,|95|. (39)

The sequential sampling scheme, in the most general case where the endpoints are
not known ahead of time, is defined as follows:
Step 1: Let f be initialized as in (38).

Obtain one sample frorf according to the distribution - f. Let the obtained
sample be denoteg of course, one and only one elementyaf equal tos.

Locate the position of s in y; that is, findt such thaty;, = s.

Setr = t.
Setf, = 0 to preventy, from being sampled again.
Seti = 2.

Step 2: Letp = {A, 1, ..., A, 5} be thesth row of the transition matrix.

Obtain a new sampl€ from S according to the distributiop - f; again, one and
only one element frony is equal tos’.

Locate the position of s” in y; i.e., find¢ such thaty; = s'.
Setr; = t.
Setf, = 0 to preventy; from being sampled again.

Step 3: If i < N, then set « ¢, i < i + 1, and go back to Step 2.

5.1.1 Sampling Distribution

Before deriving the form of the distributioR, let us begin by writing our target distri-

bution P[r]y, A, ] explicitly. Using Bayes law, we have

Ply|r,A, | P[r]
Ply|A, =]

Plrly,A,w] = (40)

sinceT does not depend priori on A or w. Based on our assumption that all per-
mutations are equiprobable we hal¢r| = I rcy,)/N! (@any sequence which is
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not one of theN! permutations of 1, ..., N} has probability zero). Noticing that the
denominator in (40) is just a normalizing constant independent ofe have

N
P[T‘yaAvﬂ.] X H{TE\I/N} P[y|TaA77T] = ]I{TE\I’N} <7Ty7—1 HAy"tNyTt) ) (41)

t=2

since, givenr, the shuffled sequengecan be unshuffled, and its probability under the
Markov model specified bA andw can be computed.

Next we derive the distributioR[r] corresponding to the sequential sampling pro-
cedure just described. Of course, this distribution also depends, an, andy, so
we should writeR[T]y, A, |; however, for the sake of simplicity, we will omit this
explicit dependence from the notation. The sequential nature of the sampling scheme
suggests a factorization of the form

R[t] = R[m1| R[r2|m1] R[r3|T2,71] -+ R[TN|TN=1,...,T1]. (42)
Consider Step 1 of the sampling scheme; clearlysfer1,..., N,
T
Rlm = s] = —=—.
Doim1 Ty

Notice that the sum in the denominator would be incorrect if we were to allow repeti-
tions withiny; under the assumption that measurements correspond to paths through
the network this normalization is correct. In more compact notation, we have

Rl < my, (43)

since the sum in the denominator does not depend on
Next, consider thé?[r| ;] term. From Step 2 of the sampling procedure, we have

R[T2|Tl] = AyT1 Yo ®2 (Tl) ]I{Tz?éTl}’ (44)

where
1

Zt#‘rl Ay‘r] Yt -
For the general-th step of the sampling algorithm we have

$a(m1) =

R[Ti|7'i_1, .en ,T1] = Ayw—uyn‘ (Zsi(Ti—la ‘e ,7'1) ]I{Tig{Tifl:"le}}’ (45)

with
1

le) = .
Zt¢{"’i—1,..-,n} Aym,l Yt
Inserting (43), (44), and (45) into (42), we finally have

N N N
CER O U 1| ) | - |
=2 =2

=2
(46)

¢i(7-i—1, e
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Observe that the third term in the r.h.s is simply the indicator th#& a permuta-
tion; i.e., foranyr € {1,..., N}¥,

N
H Lerigtria,myy = Lirewyy- 47)

=2

Dividing (41) by (46) we obtain the correction factofor a permutation sample
generated using this sequential scheme as

N
z = <H¢i(7'i_1,...,7'1)>

With this quantity in hand, we have all the ingredients needed to implement the se-
quential importance sampling procedure for computing estimates.ofinday ¢ .
Notice that computing the terms, and thus computing, is easy since each of these
factors are the normalization terms for the distributipng which we already compute
while performing each iteration of Step 2. Thus, we just need to store the product of
these normalizing constants as we sample sequentially to finally obtain the weight

1 N
=11 ) P (48)

=2 t¢{Ti_1,...,71}

5.1.2 Known Endpoints

The causal sampler can easily be modified for the situation when the path endpoints
are fixed. In this case, we initializg = 1, v = N, setf; = 0, fy = 0in the

first step, and run the remainder of the procedure as before, sampling until we have
a complete permutation. Based on these constraints, the importance sampling weight
takes a slightly different form:

N-1
2= Ty, H Z Ayri,l,yf, AyTN_pyN- (49)

=2 t¢{Ti_1,...,T1}

5.1.3 Remarks

Recall that the motivation behind the use of IS is to focus on gathering samples which
carry most of the mass of the target distributiBfr|x, A, 7r]. Simulation results re-
ported at the end of this section indicate that the sequential sampler performs very
well. However, it can still happen that the sequential sampler will draw permutations
which have negligible posterior probability. This occurs when the sampler gets “stuck”
at an intermediary node: the conditional distributipn, f, from which we sample in

Step 2 vanishes at all the statesSin We find that this happens more frequently with
longer paths and when the probability transition matAy,is sparse. In some sense
this illustrates that the sequential scheme is biased towards choosing more likely tran-
sitions near the beginning of the path. This observation motivated us to develop the
hierarchical approach described next.
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5.2 Two-Stage Hierarchical Sampling

This section describes a two-stage IS scheme which draws sample permutations in
a more holistic fashion. The first stage samples from the collection of all possible
transitions occurring in this path. The second stage samples from the distribution on
all arrangements of these transitions, to form a permutation.

5.2.1 Stage 1: Sampling Transitions

Assume, for the moment, that the lendthof the path we are considering is even. Let
I'={(a,b) €{1,2,...,N} x{1,2,...,N} : a#b}

be a collection of '| = N (NN — 1) pairs of distinct integers. The first stage of the
sampling procedure will amount to sequentially drawing a collecfonf N/2 dis-
joint elements froni", as described below. However, before introducing the sampling
scheme, some notation is needed. Adopting some oedgr lexicographic) for the
elements of’, we can index them using the set of integéts..., |7|}. This allows
defining a vector of probabilities = (p1,p2, ..., pj7) on{1,...,|T|}, given by

A
i (50)

- 7
Zj:l Ayaj Yo

where(a;, b;) is thei-th pair in7. Because we will design a sequential scheme, and
we want the elements of the samgido be disjoint, we will also need a mechanism
for “masking out” transitions we do not want to sample, conditioned on the current
members ofj. Letf denote a length? | binary vector (mask). As beforg, - £ will
denote the distributiop, masked byf, as in (39).

We can now describe the first stage of the hierarchical sampling scheme.

Dbi

Step 1: Setp as in (50). Sef; = 1,foralli =1,...,|7]. Setj = 1. SetG =U = 0.

Step 2: Obtain a sample; from {1, ..., |7 |} \ U, according to the distributiop - f.
UpdateG < G U {(as;, bs,)}. Updateld «— U U {s;}.
Foreachi =1,...,|7|,if {a;,b;} N{as,,bs,} # 0, setf; — 0.

Step 3: If j < N/2, setj — j + 1 and go back to Step 2.

When the procedure terminat§scontains exactlyV/2 disjoint transitions which we
will permute in the next stage.

In the case thal is odd, we still only need to repeat the sampling procedure while
J < N/2, but we will end up only samplingN /2] transitions, leaving out one integer,
sayk, between 1 an@V, which does not appear in any of the transitiong/inWe do
one final update in which this singleton is appended t¢hat isG — G U {k}. In
generalG will be a collection off N/2] elements (pairs, with possibly one singleton).
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5.2.2 Stage 2: Permuting Transitions

In stage 2, we draw a sample permutatorirom ¥, under the constraint that it
must include all transitions ig, the collection of transitions sampled in stage 1. Let
N’ = [N/2] and letG = {(as,,bs,), ..., (as,,,bs,,)}. Observe that sampling from
the constrained distribution is equivalent to drawing a permutatioinom ¥ 5. and
then definingr by concatenating the elements®fn the order prescribed by'. That
is, we set

TET(T’,Q) = (tT{,tTé,...,tijV/), (52)

where the notatiorr (7', G) is used to stress that the resulting permutatton ¥ is

a function of the transitions sampled in the first stageand the smaller permutation
7/ € Un drawn at stage 2. Here, we assume t1df2)! is small enough to allow
enumeration of all permutations € ¥ .. Thus, we calculate

N
P[T/‘gv Yy, A7 ﬂ-} = P[T(T/’ g>|y7 A7 ﬂ-} X ﬂ-yn H Aynﬂ Y1y (52)

t=2
Finally, we draw a permutation’ according to the probability distribution defined by
(52), and setr = (7', G).
5.2.3 Sampling Distribution

To use IS, we need the sampling distribut®pr-|y, A, 7] of the two-stage hierarchical
sampler. Since the first stage is independent of the secondrasie;omposes into

Asin Section 5.1.1, we simplify the notation by omitting the explicit dependence on
v, A, andw. Recall that/ = {s1, ..., s+ } is the sequence of indices of pairs sampled
at the first stage of the algorithm; of course, knowing the same as knowing. The
probability R[G] factors in a similar fashion to the causal sampling method due to the
sequential nature of the procedure:

R[G] = R][s1,...,sn'] = R[s1] R[s2|s1] -+ R[sn/|Sn/—1,---,51]-

We start withR][s;]; with p; as defined in (50), it’s clear thad[s;] = ps,. Next,
considerR[sz|s1]; define the index set

Io(s1) = {i € {L,...,|T|} : {a;,b;} N {as,, b5, } = 0},

containing the indices of “valid” transitions after one iteration of the first stage. Then,

Rlsalsi] = { po(Sienps) < w2 €Dl (54)
0 < S3 ¢ 12(81).

In a more compact notation,

R[sals1] = ps, ¢2(51) Lissez (1)) (55)
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where .

do(s))=| > pi| - (56)
JEI2(s1)

For the generat-th step of the first stage, we have

R[sk|sk—1, .., 51] = Psy Or(Sk—15 -, 51) LspeTy(sp_1sis1)} (57)

whereZy (sg—1, ..., s1) is the set of indices corresponding to nonzero entriefs pfior
to samplingsy, and

-1

Gr(Sk—1, .., 51) = > - (58)

FETk(Sk—15---,51)

Finally, notice that in the case of odd, the last step of appending the remaining
node tog doesn't affect?[G] because it is a deterministic operation.

Putting this all together, we have that the sampling distribution on collections of
transitions corresponding to the first stage is

IN/2]
I1 P LN/2)
k=1

R[G] = Rlst, s (ny2)) = g I Lezicnsimsy (89)

I > »"

k=1 jE€Tr(Sk—1,---,51)

Each term in the numerator comes directly from our current estimate of the probability
transition matrix,A, and the terms in the denominator correspong tof at each
iteration of the first stage. All these quantities can easily be calculated and stored as
we generatg in the first stage. The product of indicator functions is just the indicator
function that guarantees th@its “valid”, that is, it contains a set of disjoint pairs; thus,
it will equal one for any valid;.

In the second stage of the algorithm, a permutatidnis drawn with sampling
probability

nal Plr(r',9)]
M = s Pl ) (©0
whereP[r(7’,G)] is defined in (52). Using (53), we have
[N/2]
, Psy
R[r|y, A, ] x Plr(7’,9)] k=1 (61)

Plr(r'g) | | 152
2 I s

k=1 jEIk(skfl,..wSl)
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Finally, the weight for each sampled permutatios= (7', G), to be used in IS, is

P[]y, A, ]
S b ALkl 62
= Rirly, Al (62)

whereR|[t|y, A, =] is given by (61) andP[T]|y, A, 7] by (41)

5.2.4 Known Endpoints

When the endpoints of each path are known, we simply exclude these two elements in
the first stage and only consider transitions among internal nodes (irxdices N —1).

In the second stage, we form sampteby permuting the internal transitions sampled

in the first stage and applying the source and destination indices (1 and N) as a prefix
and suffix, respectively, in the permutation. The form of the weights does not change.

5.2.5 Other Variations

The two-stage scheme just described reduces the complexity of sampling a permuta-
tion from N! (required to enumerate all possible orderings)t/2)! operations (re-
quired to enumerate all permutations of transitions in the second stage). For very long
paths, this reduction may still leave too many combinations to evaluate in an acceptable
amount of time. Rather than jumping directly from the first stage to the second one,
a natural way to extend this idea is to include additional intermediate stages similar to
the first where we sample larggf-tuples constructed from trz¥—!-tuples sampled
in the previous stage. That is, in the first stage we sample a suitable set of transitions,
sayg; . Then, in the next stage we sample a suitable collection of pairs of elegents
yielding a collection of quadruple§;, and so on.

Also, rather than sampling a permutation of transitions in the second stage, one
might consider using all such permutations, since we effectively need to calculate each
of their posterior probabilities in order to obtain a sample ordering.

5.3 Performance Comparison

A standard error metric for comparing two distributiaRsand P taking values on the
finite setW y is the/; distance, defined as

|P =Pl =Y |Pl]— Pll|. (63)

revy

Given a sequence of permutations, ..., r”, drawn from the importance sampling

distribution R along with the corresponding weights,, .. ., z,, we can compute the
empirical distributionPr induced on¥ ; according to
L
~ AN PR
Prlr] = 21_12 {ri=r} (64)
dic1 i
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Notice that the Monte Carlo sufficient statistt”ﬁgf‘t),, andﬁ”? are just sums of certain
termsﬁR[r]. For exampleq, ;» =5 ISR[r] Zf};’é Tt—1.¢7Te . THUS,

revy
al —ai| < [P Pal (65)
’ ’ 1
I e I HP—?RHl. (66)

If the ¢, error between the true distribution on permutations and the empirical impor-
tance sampling distribution is small then all of the estimated sufficient statistics will be
close to the corresponding exact value.

We have evaluated the performance of the various proposed sampling schemes via
simulation. To assess performance over a varying range of conditions, we consider
three scenarios: 1) the distribution over all permutations is roughly uniform, 2) the dis-
tribution is moderately peaked, and 3) the distribution is highly concentrated around
just a few of the possible permutations. These scenarios were chosen based on obser-
vations made while experimenting with the EM algorithm. The first scenario is typical
during the first few EM iterations, the second scenario is typical during intermediate
EM iterations, and the third scenario is typical when the algorithm has nearly con-
verged. We consider a length-8 path with known endpoints, so that theéé -arg20
possible path orderings. This path length is long enough to get a feel for how each
sampling scheme will perform for longer paths, while still allowing us to enumerate all
orderings.

Figure 1 depicts thé, error between the true and importance sample-induced dis-
tributions on permutations as a function of the number of samples gathered for different
sampling schemes in each of the three scenarios considered. The curve labelled “True
Dist.” corresponds to sampling from the true distribution on permutations, is shown as
a reference and is only possible when we can enumerate all permutations. The “Causal
IS” curve corresponds to the causal importance sampling scheme described in Sec-
tion 5.1. The “Two Stage” curve denotes performance for the two stage hierarchical
scheme described in Section 5.2, “Hierarchical” corresponds to a completely hierar-
chical variation on this scheme, and “Random” refers to an approach where we sample
from a uniform distribution on permutations, which is shown as a baseline comparison.
Each curve in this figure was generated by averaging over 50 Monte Carlo simulations.
Note that these curves depict performance using up to 500 samples for a path with 720
possible orderings. This is actually quite a generous helping of samples! In our exper-
iments with Internet data we have encountered paths of up to length 27, and observed
good reconstruction performance using as feR@¥) < 15! ~ 1.31 x 10'2 impor-
tance samples. Thus, performance for very few samples is of great interest. Note also
that all of the sampling schemes except for random sampling converge more rapidly
when the target distribution is more concentrated.

As expected, all of the sampling schemes give the same performance when the
Markov chain parameters are such that the distribution on all orderings is roughly uni-
form. However, as the distribution becomes more and more concentrated around just a
few orderings there is a noticeable difference between the various sampling schemes,
particularly in the 10-100 sample range. The uniform random sampling scheme clearly
performs the worst on more concentrated distributions, as would also be expected, since
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the uniform distribution is not using any information about the target distribution. Of
the importance sampling schemes which are practical for long paths, our simulation re-
sults indicate that the causal sampling scheme performs the best, and is slightly better
than the two-stage sampler.

In terms of computational complexity, the causal sampler is the simplest and fastest
scheme to implement, requiring or}( V) operations per sample, whekeis the path
length. The two-stage sampler converges to the target distribution nearly as fast, but
requiresO((N/Q)!) operations per sample due to the enumeration of all transition
permutations in Stage 2 (see Section 5.2.2). Finally, the fully hierarchical scheme con-
verges to the target distribution slower than the causal or two-stage samplers, but offers
middle grounds as far as computational complexityO4fV? log N) operations per
sample (required to compute the distribution on the elemens af each stage). The
upshot is that the causal sampling procedure is simple to implement, fast, and it em-
pirically outperforms more computationally complex sampling schemes. Figures 2, 3,
and 4 depict the probability transition matrix, the true distribution on permutations,
and typical distributions estimated using each of the importance sampling schemes af-
ter 500 samples.

We have also compared the efficacy of each sampling scheme for estimating net-
work parameters within the EM algorithm. In this experiment we generated a random
network with 250 nodes and simulated 60 random sample paths through this network
ranging in length from 4 to 10 hops. Then we estimated a probability transition matrix
for the network using the EM algorithm with different approximate E-steps, assuming
the endpoints of each path to be known. Figure 5 depicts the marginal log-likelihood
of the data computed according to (6) using the probability transition matrices returned
by the EM algorithm. In our experiments we varied the number of samples-per-path
between 20 and 100, regardless of the length of the path being considered, to test the
behavior of each sampling scheme over a variety of conditibd® & 10! =~ 3 mil-
lion). The horizontal dashed line across the top of the figure marks the marginal log
likelihood value computed using a transition matrix derived from correctly ordered
paths. In addition to the sampling schemes described above, we also included a variant
of the two-stage sampling scheme which uses all permutations of the selected transi-
tions in Stage 2. This variant did a better job of maximizing the marginal log likelihood
than the other two-stage scheme for the same computational complexity, but still does
not perform as well as the causal sampling scheme in this experiment.
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Figure 2: Comparing sampling schemes for the scenario where all orderings are ap-
proximately uniformly distributed. This figure depicts the (a) probability transition
matrix, (b) true distribution on permutations, and estimates of the distribution using
500 samples from each of the (c) causal, (d) two-stage, (e) completely hierarchical,
and (f) uniform random permutation samplers.
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matrix, (b) true distribution on permutations, and estimates of the distribution using
500 samples from each of the (c) causal, (d) two-stage, (e) completely hierarchical,
and (f) uniform random permutation samplers.
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Figure 4. Comparing sampling schemes for the scenario where the distribution on
orderings is somewhat concentrated. This figure depicts the (a) probability transition
matrix, (b) true distribution on permutations, and estimates of the distribution using
500 samples from each of the (c) causal, (d) two-stage, (e) completely hierarchical,

and (f) uniform random permutation samplers.
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average over 10 Monte Carlo simulations.
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6 Monte Carlo EM Convergence

When exact computation of the E-step is used, our EM algorithm is guaranteed to
converge via well-known convergence results due to Wu and Boyles [4, 22p"Let

(A%, 7*) denote parameter estimates calculated atktheEM iteration (using the
exact EM expressions). Because we cha@fse' = (A*+! z#+1) according to (18)

in the M-step, our iterates satisfy theonotonicity property

Q(@’““;Bk) > Q(ek;a’“). (67)

The marginal log-likelihood (6) is continuous in its parametdrsand 7« and it is
bounded above, thus the monotonicity property guarantees that the EM iterates con-
verge monotonically to a local maximum of the marginal likelihood.

Exact calculation of sufficient statistics is not always practical for co-occurrence
observations with many vertices which is why we propose the Monte Carlo schemes
described in the previous section. However, when Monte Carlo calculation of the suf-
ficient statistics is used we no longer have the monotonicity property. In particular, the
M-step now becomes

~k+1 ~ R ~
(7] E(Ak+1,7l'k+1) = argIE%Q(A,ﬂ;Ak,ﬂk),

(m

where@ is defined analogously t@ in (24), but with termsy;,” ), andfﬁ'}) replaced

~(m)

by @), and7\", their corresponding importance sample approximations. Conse-

quently, care must be taken to ensure tﬁalpproximates:) well enough so that the
EM algorithm is not swamped with error from the Monte Carlo estimates.

Consider the following toy example using simulated observations. We begin with
a network of 142 vertices and randomly generate 40 co-occurrence observations where
between 4 and 8 vertices co-occur in each observation. Then we run three versions of
the EM algorithm on this data set. Exact E-step computation is used in one version,
and in the other two versions causal importance sampling is usedl@itémd 1000
importance samples per observation. Each version of the algorithm starts from the
same initial estimate. Figure 6(a) depii$0”; 6%) for the exact EM iterates, as

~ ~k+1 ~k ~k+1 ~k .
wellasQ(@ ;0 )andQ(@ ;0 ) for the 10 sample Monte Carlo iterates. Note
that for the Monte Carlo EM algorithm, even thou@wincreases monotonically by
design,@ may not increase, and consequently the monotonicity property (67) may
not hold. Figure 6(b) shows the marginal log-likelihood for all three versions of the
algorithm. Performance of the Monte Carlo EM algorithm closely resembles that of
the exact EM algorithm when enough importance samples are used, however when too
few samples are used the resulting estimates may be of a much poorer quality.
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Figure 6: An example with simulated observations illustrating that the Monte Carlo
EM algorithm may not result in monotonic increase of the marginal log-likelihood if
too few Monte Carlo samples are used. The solid line in (é)(i@k“; 0’“) for exact

EM iterations, the dashed line@@" ;8" ) and the dash-dot line @(@" " ;8") for
Monte Carlo EM iterations using only 10 samples. Even tho@gimcreases mono-
tonically, Q@ may not be monotonic for the Monte Carlo EM algorithm. Figure (b)
depicts the marginal log-likelihood for exact EM iterates and for two versions of the
Monte Carlo EM. Monte Carlo EM performance closely resembles that of the exact
EM algorithm when sufficiently many importance samples are used.
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In the recent literature researchers have considered the question of how many im-
portance samples must be used in a Monte Carlo E-step [3, 5, 9]. These studies seek
a balance between monotonicity and efficiency. We would like to use enough samples
to guarantee that monotonicity holds with sufficiently high probability while not using
unnecessarily many samples. Booth et al. argue that if the same number of importance
samples is used at each EM iteration then the algorithm will eventually be swamped
by Monte Carlo error and will not converge [3]. They also suggest requiring that a
convergence criterion be satisfied on multiple successive iterations since the criterion
may be met prematurely due to poor Monte Carlo approximations.

In [5], Caffo et al. propose a method for automatically adapting the number of
Monte Carlo samples used at each EM iteration. To lighten notation, we drop the
superscriptg andk + 1. Let A(0) = Q(0;0") — Q(0';0") andA(8) = Q(6;6') —
Q(6';6'). Furthermore, lef = arg ming Q(6; '), whered’ = 6" is a fixed constant,
determined at the previous EM iteration. Recall thamportance samples are used to
calculate). The algorithm of Caffo et al. is based on a Central Limit Theorem-like
approximation in which they show tha@|ﬁ(§) — A(@)\ converges in distribution to
the standard normal. Observe that the monotonicity property (67) is equivalent to the
condition A(@) > 0, and although we cannot calculate this quantity without exactly
computing the sufficient statistics in the E-step, we can comﬁt@@). The scheme
proposed by Caffo et al. amounts to increasing the number of Monte Carlo samples
until 3(5) > ¢ for a user-specified > 0. Then, via an asymptotic standard normal
tail approximation, they obtain a statement of the form

Pr(‘ﬁ(a)_A(é)‘ 26) < 5(e).

Based on this statement they claim that monotonicity holds with probability at least
1—4(e). They further remark that i, is chosen at each iteration so thag- | d(e;) <
oo then by the Borel-Cantelli Lemma,

Pr()ﬁ(@)—A(@)‘zek i.o.) _—

and so eventualljﬁ(@) - A(5)| < ¢, with probability 1. Of course, in practice only
a finite number of EM iterates are used and so we may never reach the stage where all
iterates are monotonic. R

Notice that for the monotonicity conditiaA(8) > 0 to hold in the above frame-
work, the events

{ A0 - A(@)’ < e} and {3(5) > e}

must occur simultaneously. Because the probabilistic bound above only addresses one
of these events we refer to this type of result as guaranteeir{g, approbably ap-
proximately monotoniapdate, or PAM for short. More generally, &16)-PAM result
states that with probability at leakt-§, the update will be-approximately monotonic;
ie, [A(0) — A(0)| < e impliesA(6) > —e.

Rather than resorting to asymptotic approximations to obtain such a result, we can
take advantage of the specific form@fin our problem to obtain the following finite-
sample PAM result. Recall that the sufficient statistics computed in the E-step are
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independently for each observation. That is, the importance samples used to compute

{&E,’f?,,} are independent of those used to com;{@l&l,z} form # m’. Denote byL,,

the number of importance samples used to compute sufficient statistics for observation
x(™) Exact E-step computation for this observation requi?éd/,,,!) operations. Sim-

ilarly, we should expect that larger observations will require more importance samples
for two reasons: 1) there are more sufficient statistics associated with this observation
(V2 in total), and 2) there are more ways to shuffle these observations.

In the previous section we derived closed form expressions for the importance
sample weightsz;, = %, where P denotes the target distribution aftithe
importance sampling distribution. One key assumption is thas absolutely con-
tinuous with respect ta@r; that is, P[r|x, A, ] = 0 for every permutatiorr with
R[r|x, A, ] = 0. We adopt the conventiody0 = 0 so thatz; = 0 for such samples,
and this guarantees that < oco. Because Hoeffding’s inequality is used to derive the
bound below, the number of importance samples required depends on the range of
For themth observation, define

P[r|x(™) A, 7]
b = ¥, R[r|x(m) A x| (68)
Because the selt is finite, P and R have finite support and the maximum is well-
defined. R

There is one other subtlety we will account for in our bounds. Becé\(ge6’)
has termdog A; ; andlog 7;, in practice we typically bound!; ; andr; away from
zero to ensure thap does not go te-co. To this end, we will assume th;itw > Omin
andz; > Oy, for some0 < 0., < |S|™1. The upper bound ofh,;,, ensures it is still
possible to satisfy the constraints (1). Generally we chéggevery close to zero; at
machine precision, for example.

We have the following finite-sample PAM result for our Monte Carlo EM algo-
rithm. Proofs of all results reported in this section appear in the appendix.

Theorem 1. Lete > 0 andd > 0 be given and assume there exigts, € (0, |S|™!)

such thatA; ; > Ouin andm; > Oy, for all i andyj. If

(69)

2T2N2 b2, |1og Opmin|? 2N2
2 log

L, = o
' 1—(1-90)YT

importance samples are used for thegh observation therﬁ(@) - A(@) < € with
probability greater tharl — 6.

Remark 1. Because&(@) > 0 by definition, this result guarantees th{h(a) > —€
with probability greater thah — §.

Remark 2. Recall that the computational complexity of the exact E-step(i&',,,!)
operations for thenth observation. In contrast)(N,,,) operations are required to gen-
erate one sample using the causal importance sampling scheme, and 64 &1y
operations are needed to have a PAM update fonttreobservation using the Monte
Carlo E-step. This clearly demonstrates that the computational complexity of the
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Monte Carlo E-step scales polynomially in the observation size, compared to expo-
nential scaling for the exact E-step.

Remark 3. The choiceL,, is roughly a factor ofl’ off from the number of impor-
tance samples we would expect to need, based on an asymptotic variance calculation.
Observe that for fixed,

T Nm T Nn
Var(ﬁ(a)) ~ S5 am ¢ ZZ
m=1¢t"=1 m=1t'=1
T N Ny,
- S| 3 sy
m=1 vt =1 r=1

since independent sets of importance samples are used to calculate sufficient statistics
for different observations. It is not too difficult to believe that the variance of an indi-
vidual approximate statistic decays according to the parametrid.mté/,ar(&ﬁ@,,) ~

1/L,,. In total, there areV? sufficient statistics for thenth observation, and they

are all potentially correlated since they are functions of the same set of importance
samples. Then we have

Var( ) i L

m=1

Therefore, to have Va(rﬁ(e)) equal to a constant which is independenfodnd the

N,, we needL,, « TN2. The additional factor of” in our bound is essentially an
artifact from our application of the union bound.

Remark 4. In practice, we do not know,,, explicitly for observations withv,,, large,

since calculating,,, essentially requires enumerating every permutation of the co-
occurrence. Howeveb,,, could potentially be very large. We could probably do better
using Bernstein’s inequality instead of Hoeffding’s inequality. Then, instead of de-
pendence om,,, the number of importance samples required would depend on the
variance of the importance sample weights which is a better measure of quality for our
importance sampling distribution. If the sampling distribut®ms well matched to the
shape of the target distributiadn, then the variance should be relatively small. Even if
the distributions are well matcheld,, could still be very large in the “tails”.

While PAM results are encouraging, we would really like to hananotonicity with
high probabilityand not juspproximatemonotonicity. Let™ = arg maxg Q(0; o).
By boundingA(@) — A(0") instead ofﬁ(g) - A(@) we obtain the following stronger
result guaranteeing@obably monotoni¢PM) update. However, instead of restricting
A; j andm; > nin, We need to make a stronger assumption about the valuiziéfﬁxf

andr Y’[,) :
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Theorem 2. Letd > 0 be given and assume there exists>- 0 such thatdﬁ,’f?,, > A

andr\"y) > Afor all ¢’ andt”. If

T w0\ 2 T
L 2w <2Zm_1Nm+A(0)) 1Og<4zm_1N31> 70)

) INCE) 5

importance samples are used for thh observation, them(a) > 0 with probability
at leastl — 4.

Remark 5. Note the dependence ak(6*). By definition, A(6*) > 0 at every it-
eration, and typicallyA(0™) is larger at earlier EM iterations and approaches zero as
the algorithm converges. This dependence reflects the observation of Booth et al. men-
tioned earlier, that the number of importance samples ought to increase at each itera-
tion.

Remark 6. The main assumption of Theorem 2 is that the sufficient statistics are
bounded away from zero at each iteration. We motivate this assumption by observ-
ing that if the algorithm is properly initialized the sufficient statistics will not vanish in

a finite number of iterations. The need for these assumptions arises out of the fact that
A(B) — A(68*) contains terms involvingpg Ei,j —log A} ;. If Ei,j vanishes whiled; ;

is non-zero them&(@) — A(0™) diverges to—oo and we run into problems (if botﬁm
andA; ; vanish at the same rate then there is no problem sice = 0).

Remark 7. The number of samples required for a PM increase in the marginal log-
likelihood also grows polynomially in the size of the observations, in comparison to
exponential computational complexity for exact E-step calculation. To gauge the qual-
ity of this result, consider the total computational complexity required for a PM update.
If we defineN = % Z:szl N,, to be the average observation size, then Theorem 2
dictates that, ignoring constant and log factors,

T T o\ 2
PM ~ (TN)
Lot = Z Ly ~ Z m (71)
m=1 m=1
T3N?

importance samples are required, in total, for a PM update. We do not know the precise
values of the constants and A(8*) in practice, but the dependence BAN? is a
useful guideline for how many importance samples to use.

Compared to the behavior required for a PAM upddtéN? seems to be about
as good as we could hope to do. If we approximadtg ~ N then according to
Theorem 1,

T —
T3N4 lo Gmin
LM =3"L, =~ % (73)
m=1

35



importance samples are required to certifycaapproximate PAM update. In general
we choose: and f,,;, very small in order to ensure an accurate, nearly monotonic
update. It seems reasonable that?(0*) ande?/|log Omin| Will be roughly on the
same order.

Remark 8. Note that if we use differen; at each EM iteration, chosen such that
> ope 10k < oo, then by the Borel-Cantelli Lemma we can argue tha{A(6) <

0 i.0.) = 0. In other words, eventually all EM iterates result in a monotonic increase
of the marginal log-likelihood.

Remark 9. In practical applications it may not be necessary to use Monte Carlo ap-
proximation for every observation. There may be a threshgld;> 0, such that exact
E-step computation is performed for observations with < N’, and Monte Carlo
approximation is used whel,,, > N’. Accounting for this modification results in the
following change to the expressions by, in each result.

e LetT denote the number of observations for whi¥h, > N’. Then eacH in
(69) can be replaced with.

e Let M denote the set of indices of observations wiMp, > N’. Then both of
the sums in (70) can be changed to sums over indices M rather than over
alm=1,...,T.

Remark 10. Finally, when the endpoints of each path are known (in particular, we

(m)

need the destinations) then the following identity holgi&h" , & = 1forall’ not

corresponding to the destination, andfacorresponding to the destinatiai),™), = 0

for all t”. Consequently, we can strengthen Theorem 2 in the following fashion. First,
suppose that it’ does not correspond to the destination of thi observation then

we enforceaf,";),, > Qnin fOr SOMED < amin < N-1. Then it follows thatA (6) > 0

with probability greater tham — § if

T * 2 T
I 27, [ 3oy N + A(67) ] M
m = A(6%) 08 )

Omin

importance samples are used for théh observation. The main improvement here is
that noway,i, is a parameter we control, and we no longer need to make assumptions

abouto?iqut),, being bounded away from zero.

In addition to demonstrating that the Monte Carlo EM algorithm has polynomial
computational complexity, these bounds give a useful guideline for determining how
many importance samples should be used. However, because they involve worst-case
analysis, the numbers of samples dictated by these bounds tend to be on the conserva-
tive side. For example, in the Internet experiments described in Sectior-849 and
N = 17. Theorem 2 suggests that roughly 72 million importance samples should be
used per observation. However, in our experiments we find that the algorithm exhibits
reasonable performance on this data set using as few)as samples per observation.

Of course, in practice, we do not have direct access té,t® A, or A(6*), so these
bounds cannot be used as explicit guidelines.
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7 Incorporating Prior Information

Additional side information about the Markov chain paramet&rand = which we

are estimating can easily be incorporated into the algorithm by applying independent
Dirichlet priors to each row of the transition matrix and to the initial state distribution.
Hence, we have

S|

7r|u Hﬁul_l (74)
IS S|

PIAlv] HHA”” (75)
i=1j=1

where the parametets andv; ; should be non-negative in order to have proper priors
[2]. The larger that; is relative to the othen;, i’ = 4, the greater our prior belief that
statei is an initial state rather than the others. Similarly, the larggmelative to other
v;, 5 for j* # j, the more likely we expect priori, transitions from statéto state;
relative to transitions fromto the other states.

Plugging (74) and (75) into our complete log-likelihood (16), we find that incorpo-
rating priors into the EM algorithm only results in a change to the M-step. In particular,
instead of (26) we have

_ (m)
uﬂer 1Zt/ 1r1t/ t i

(ﬁi)new = ’ (76)
S N —(") (m)
Z’L:‘l (u2 + Zm 1 v=1"T1 tL’ xt’,Li )
and instead of (25) we have
T Np N
(m
vij + Z Z Z Qyr, t”xt 1 thj)
~ m=1t'=1¢"=1
(A46) new = El T Np Nm ' 7
_('m) (m) m)
I CFED 9) 9p LN
j=1 m=1t'=1t"=1

Consider, for the moment, just the prior distribution on the initial state distribution.
Applying P[m|u] whereu; = ¢ > 1 for all ¢ will encourage all of the states to have
some mass in the initial state distribution. On the other hand, sditiage < 1 in
this example will have a shrinkage effect, encouraging all of the mass to go to one (or
a few) of the states. Letting all; andv; ; tend uniformly to zero we are back to the
original problem formulation with no additional information. We can push even more
aggressively for a sparse solution by choosing negative parameters for the Dirichlet
distributions as was done in [7] for Gaussian mixtures. This results in an improper prior
and one must take care to threshold appropriately sin@nd A; ; are probabilities.
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When negative Dirichlet parameters are allowed, the M-step updates become

. (Uz + Zm 1 Zt’ ml flntl'))
(Wi)new = (78)

Ziih (uz + Zm 1 t’ml 77§7Ttl'))+
T Nm N +
<Um + Z Z Z O‘t' t”xt 1, zx§7)>
(g )new _ m=1¢'=1¢'=1 ' (79)

S| T N, Npn +
3 ( S S el >)

j=1 m=1t/=1¢"=1

where(-)™ retains the positive part of its argument and is equal to zero otherwise.

8 Experimental Results

In this section we evaluate the performance ofretwork inference from co-occurrences
(NICO) algorithm on both simulated data sets, and on data gathered from the public
Internet. In the results reported below we obtain a network reconstruction by first
estimating an initial state distribution and probability transition matrix via the EM al-
gorithm. Then we calculate the maximum likelihood ordering of elements in each path
according to the inferred model, and use this ordering on each path to reconstruct a
feasible network. The maximum likelihood optimization problem we are solving is not
convex, and so the EM algorithm cannot be guaranteed to converge to a global solution.
In general, there may also be multiple global maxima. Accordingly, we rerun the EM
algorithm from multiple different random initializations and report on the collective
results.

We compare the performance of our algorithm with that offteguency Method
(FM), defined in [18] and mentioned in the introduction. The FM also reconstructs
a network topology by estimating an order for the vertices in each transmission path.
This method determines each path ordering independently by sorting the elements in
the path according to a score computed from pair-wise co-occurrence frequencies in-
volving the source and destination of the path. Itis possible that within a particular path
multiple vertices may receive identical FM scores, in which case the sorted order of
those elements would be arbitrary (one could exchange elements with identical scores
without violating the FM criteria). In fact, we observe this phenomena in many of our
experiments. We resolve ties by choosing a random order for elements with identical
scores, and then also perform multiple repetitions yielding different solutions.

The quality of a network reconstruction is determined by a quantity we term the
edge symmetric differenegror. Because the nodes in the network have unique labels,
the goal of any reconstruction scheme is to determine which nodes are connected by an
edge. The edge symmetric difference error is defined as the sum of the number of false
positives (edges appearing in the reconstructed network which do not exist in the true
network) and the number of false negatives (edges in the true network not appearing in
the reconstructed network).
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8.1 Simulated Networks

In this section we study the performance of our algorithm on simulated data. A network

is generated according to a random geometric graph model: 50 vertices are thrown at
random in the unit square, and two vertices are connected with an edge if the Euclidean
distance between them is less than or equg/tog(50)/50. This threshold guarantees

that the graph is connected with high probability. Groups of nodes are randomly chosen
as sources and destinations, a subset of edges (chosen randomly) in the network are
equipped with sensors, transmission paths are generated according to either a shortest
path or random routing model, and then co-occurrence observations are formed from
each path. The sources, destinations, and monitored edges then become the vertices
in our reconstructed graph. In all the experiments reported in this section we vary the
number of destination vertices between 5 and 40. This allows us to examine the effect
of increasing the number of observed paths. Also, since there are only 50 vertices total
in the graph, as the number of destinations increases there is more overlap between
different co-occurrence observations. Each experiment is repeated over 100 randomly
generated topologies, and 10 restarts of both the NICO and FM algorithms are run on
each configuration. The exact E-step is used for observations/Vyjth< 12, and

causal importance sampling is used for longer paths with 2000 Monte Carlo samples.
The largest observation in any simulation g = 19.

The first set of simulations reported use a shortest path routing policy (Dijkstra’s
algorithm) to generate transmission paths through the network. Figures 7(a-d) depict
the average edge symmetric difference error for different levels of network coverage.
At 25% coverage, one quarter of all the edges in the original network (chosen at ran-
dom) are capable of sensing transmissions508% coverage, half of the edges sense,
and so on. Each data point shown is the average over 10 restarts of each algorithm on
100 different topologies. As a point of referencel @% coverage the typical network
contains roughly 250 edges. Thus, although performance is consistent across the dif-
ferent levels of coverage in terms of absolute error, both algorithms actually perform
worse as the coverage decreases, relative to the number of edges in the network. For
a fixed level of coverage, there seems to be a general trend in that the performance of
both algorithms is the worst for a moderate-to-low number of destinations (10-20), and
performance improves at either extreme.

When there are very few destinations, the target network closely resembles a tree
which might explain why both algorithms perform well. In tree networks the relative
frequencies of co-occurrence accurately reflect the network distance of each internal
vertex from the sources and destinations. At the other extreme, when there are 40
destinations the FM performs essentially as well as NICO. A possible explanation for
this might be that when nearly all vertices in the network are available as destinations
(recall, there are only 50 vertices total in the generating network and 5 of these act as
sources), there is sufficient overlap among all of the observed co-occurrences so that
pairwise co-occurrence frequencies again accurately reflect the positions of vertices
within the network. Also, one reason the FM is not performing as well in this simula-
tion as one might expect (based on the shortest path routing policy) is that, even though
the routes from each source to all destinations form a tree, when the routes from dif-
ferent sources are combined to form the network some of this structure is lost and the
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tree-based model is violated. In general, the frequency method seems to be much more
sensitive to the amount of data available, whereas NICO offers more consistent average
performance across various settings.

We perform multiple restarts because of the possibility that the EM algorithm will
get trapped at a local maximum. For each random initialization we potentially will
compute a different candidate solution. Once we have executed multiple restarts from
random initializations, we decide which of the reported solutions is superior by calcu-
lating the marginal log-likelihood of the data for each solution. Figure 8 depicts the
edge symmetric difference error for NICO when the most likely candidate is used for
reconstruction. In this figure performance is averaged over 100 topologies, but not
over restarts. Unfortunately, of the multiple solutions returned by the FM, there is no
obvious way to prefer one over the other. A potential heuristic might be to choose the
sparsest reconstruction candidate, however this doesn't always result in the best per-
formance. In Figure 8 we display the error resulting from using both the sparsest can-
didate, and by clairvoyantly choosing the best FM candidate. For this simulation, the
most likely NICO candidate always also corresponded to one with best edge symmetric
difference error. Clearly, using the sparsest FM solution as a heuristic for picking one
of the candidate solutions does consistently better than just choosing one at random
(compare with the mean FM performance in the previous Figure), however it still is
not doing as well as possible with the FM. Moreover, the most likely NICO solution is
significantly more accurate than average.

We have also repeated the above experimental setup, but using a random route
generation scheme rather than shortest path routes. A random route for a given source
destination pair is found by first generating a random weight matrix for the edges in the
graph, and then running the shortest path algorithm, taking these weights into account.
Shortest path routes generated in the first set of simulations correspond to each edge
having the same weight. By varying the weight matrix, the only consistent character-
istics across routes are those arising from the underlying topological structure of the
graph. Figure 9 shows results for the sparsest and clairvoyant best FM candidates and
the maximum likelihood NICO candidate for 10 random initializations on 100 differ-
ent topologies. As might be expected, NICO handles random routes much better than
the FM. At the extreme numbers of destinations, performance of the FM is relatively
unchanged, however FM performance degrades for intermediate values, as compared
to the shortest path simulation results.

8.2 Internet Data

We have also studied the performance of our algorithm on co-occurrence observations
gathered from the Internet. Usiritgaceroute we have collected data describing
roughly 250 router-level paths. Our motivation for using this type of data is two-fold.
First, traceroute allows us to measure the true order of elements in each path so
that we have a ground truth to validate our results against. Second, and more impor-
tantly, the data comes from a real network where, presumably, paths are not generated
according to a first-order Markov model. This allows us to gauge the robustness of the
proposed model and to evaluate how well it generalizes to realistic scenarios.

The data used in this experiment were collected on October 12, 2005.
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Figure 8: Edge symmetric difference error for simulated networks with shortest path
routing at different coverage levels. Results are averaged over 100 different topologies.
Of the 10 candidate solutions corresponding to random initializations of each algo-
rithm, the sparsest and (clairvoyant) best FM solution and most likely NICO solution
are used.
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Figure 9: Edge symmetric difference error for simulated networks with randomly gen-

erated transmission paths. Of the 10 candidate solutions corresponding to random ini-
tializations of each algorithm, the sparsest and (clairvoyant) best FM solution and most
likely NICO solution are used.
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Traceroute  probes were initiated from three sources located at the University of
Wisconsin-Madison, thinstituto Superior €cnicoin Lisbon, and at Rice University,

and probes were transmitted to 83 web servers affiliated with a mixture of corpora-
tions, universities, and governments around the world. The shortest path was eight
hops long, between two machines located in Madison, and the longest path was 27
hops long, stretching from Lisbon to a site in Australia. The exact E-step is used to
computea for paths of up to 9 hops. For paths longer than 9 hops we use the causal
importance sampling described in Section 5.1 to approximate the E-step calculations.
The ground truth topology derived from the ordered routes is depicted in Figure 10.
The network contains a total of 1105 vertices and 1317 edges.

A Matlab implementation of the EM algorithm typically runs for roughly one hour
on this data set, converging after 19 iterations. A faster C implementation performs
the same computation in 10 minutes. The frequency method requires two passes over
the data: one to collect pair-wise co-occurrence frequency statistics, and a second to
compute orders for each path. A Matlab implementation runs in under a minute for this
data set.

The minimum, median, and maximum edge symmetric difference errors are shown
in Figure 11. Both algorithms have seemingly high error rates, as there are roughly
1300 links in the true network. However keep in mind that each reconstruction scheme
is attempting to fill in the entries of a roughiy00 x 1100 matrix. For 50 networks
constructed by choosing a random order for the elements of each path, the average edge
symmetric difference error was 4300, so both algorithms are indeed doing considerably
better than random guessing. Moreover, performance of the proposed NICO approach
is noticeably better than that for the frequency method; the NICO average error is
better than that of the best FM reconstruction, and the worst case NICO reconstruction
is on par with the average FM performance. We also note that the number of false
positives and false negatives in a reconstruction using either scheme tend to be roughly
equal (each constituting half of the edge symmetric difference error). From a detection-
theoretic standpoint, the Type-I and Type-Il errors are more or less balanced.

Figure 12 shows statistics for the number of edges in the reconstructed networks.
There is an interesting correlation between the number of edges and accuracy of re-
construction in this example. As seen above, the typical NICO reconstruction is more
accurate, in terms of edge errors, than a FM reconstruction. NICO also consistently
returns a sparser estimate. The median number of links in a NICO reconstruction was
1329, whereas the median number of links in a FM reconstruction was 1426. There
are 1317 edges in the true network, so it seems that the reconstructions generated using
NICO more accurately reflect the level of complexity in the true network.

The marginal log-likelihood values for each of the 50 NICO estimates are depicted
in Figure 13. The marginal log-likelihood, given by (6), is the cost function being opti-
mized by the EM algorithm. Often, for non-convex problems such as ours where there
are local maxima, multiple runs of the EM algorithm will be performed with different
random initializations. Then the solution with the maximum marginal likelihood will
be used. However, in contrast to the experiments with simulated data reported above,
for this example there is not an exact correlation between higher marginal likelihood
values and lower edge symmetric difference error. The topology with the highest like-
lihood value results in an edge symmetric difference error of 627. This is better than
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Figure 10: Internet topology obtained usitrgceroute  from three sources to 83
destinations around the world.
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Figure 11: Edge symmetric difference error comparison of NICO and FM on Internet
data. The reported values come from 50 random initializations of each algorithm.
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Figure 12: Number of edges in networks reconstructed using each method. The me-
dian number of edges per reconstruction is 1329 for NICO and 1426 for FM. The true
network has 1317 edges, and so it appears that NICO does a better job of capturing the
complexity of the true network.
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Figure 13: Marginal log likelihood values for different random initializations of NICO,
sorted in ascending order. The three hollow circles correspond to the solutions which
achieve the lowest edge symmetric difference error of all NICO trials. The red line
shows the marginal log likelihood value computed using the true path orders to es-
timate a Markov transition matrix. Many candidate solutions have higher marginal
log-likelihood than the true topology, suggesting that our generative model may not be
the best match for Internet topology data.

the clairvoyant best FM error, but only average for NICO. The three repetitions which
returned a topology with the lowest symmetric difference error had the next highest
likelihood value, as indicated by the three hollow circles in the figure. The dashed line
shows the likelihood value based on a transition matrix estimated using the true path
orders as measured byaceroute . Notice that a majority of the candidate solutions
returned by NICO have a higher marginal likelihood than the true topology. This sug-
gests that our generative model may not be the best match for Internet topology data.
Still the overall performance of our algorithm is encouraging.

9 Conclusion and Discussion

This paper presents a novel approach to network reconstruction from co-occurrence
observations. A co-occurrence observation reflects which vertices are activated by a
particular transmission through the network, but not the order in which they are acti-
vated. We model transmission paths as i.i.d. random walks on the underlying graph
structure. The parameters for this model are the initial state distribution and transi-
tion matrix of a first-order Markov chain governing the random walk. Co-occurrence
observations are then modelled as samples of the random walk, subjected to a ran-
dom permutation which accounts for the fact that we do not observe the activation
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order. Treating the random permutations as latent variables, we deréspantation-
maximizationEM) algorithm for efficiently computing maximum likelihood estimates

of the Markov chain parameters. Because the marginal log-likelihood is not convex (in
general it is multi-modal), we only guarantee that the EM algorithm will converge to a
local maximum. Multiple restarts from different initializations are typically used, and
of these solutions, the one with the largest marginal log-likelihood is taken as the best.
Our algorithm is easily modified to compute the maximarposterioriestimates, al-
lowing a user to incorporate additional side information in a natural, Bayesian fashion.

The complexity of the EM algorithm is dominated by the E-step calculation which
requiresO(N,,!) operations for thenth observation, wherd/,,, is the number of ver-
tices in that observation. IV, is larger than 10 or 15, exact computation of the E-step
may not be tractable. For such situations we describe faster approximation methods
based on importance sampling and Monte Carlo techniques. Care must be taken to use
enough samples, or else the EM algorithm will be swamped by Monte Carlo error and
will not converge. On the other hand, one would like to avoid using too many sam-
ples and incurring greater complexity than necessary. We derive concentration-style
bounds, characterizing the quality of the Monte Carlo approximation in terms of the
problem dimensions and the number of samples used. Based on these bounds, we can
guarantee that the EM algorithm will converge with high probability using a number of
samples which depends polynomially 8f,, as opposed to exponential dependence
required for exact E-step calculation.

To obtain a network reconstruction, we determine the most likely order for each
co-occurrence observation according to the Markov chain parameter estimates, and
then insert edges in the graph based on these ordered transmission paths. This pro-
cedure always produces a feasible reconstruction (one which is consistent with the
observations). The parameter estimates can also be used to assign likelihoods to dif-
ferent permutations of a co-occurrence observation, guiding an expert to alternative
reconstructions. The parameter estimates may be also useful for other tasks such as
predicting new, unobserved, paths through the network [10]. Alternatively, one could
analyze properties of an ensemble of solutions, obtained by running the EM algorithm
from different initializations, and then posit a new set of experiments to be conducted
based on this analysis.

The transition matrix parametet; ; can be interpreted as estimates of the proba-
bility a transmission will be passed from verteto j, conditioned on the path passing
reachingi; that is, A; ; = P[Zk+1 = j|Zx = i]. In particular, theyare notesti-
mates of the probability of a link existing froito j. SinceA is a stochastic matrix,
each row must sum to 1, and so if vertexs connected to many other nodes then
the unit mass is being spread over more entries. We can obtain joint probabilities,
P[Zy =i, Zr41 = j], via Bayes theorem,

P|Zy =i, Zyy1 = j]

P[Zy =i ’
whereP[Z;, = i] is the stationary distribution of the chain (not necessarily equal to the
initial state distribution). These joint probabilities (appropriately scaled versions of the

transition matrix entries) more accurately reflect the likelihood of there being an edge
from i to 7, based on our estimates.

PlZyy1 = jlZ =] =
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Our future work involves extending and generalizing both algorithmic and theoreti-
cal aspects of this work. Co-occurrence observations naturally arise from transmission
pathsin communication network applications and, to a degree, in biological, social,
and brain networks as well. However the physical mechanisms driving interactions
in the latter three applications may also correspond to more general connected sub-
graph structures such as trees or directed acyclic graphs. Extending our methods in
this fashion is easily accomplished in theory, however the computational complexity
is significantly amplified when more general structures are considered. In this paper
we have also restricted our attention to noise-free observations. We are also extending
our algorithm to handle the case where observations reflect a soft probability that a
given vertex occurred in the path rather than hard, "active” or "not active”, binary ob-
servations. This extension is relevant in many applications including the inference of
signal transduction networks (in systems biology) where co-occurrence observations
are themselves the result of inference procedures run on experimental data.

A Proofs of Monotonicity Theorems

A.1 Proof of Theorem 1

There are two main steps to the proof of Theorem 1. First, we derive a concentration
inequality for the importance sample approximatio@%)/, and?ﬁ’fz,). Then we use

these concentration inequalities to construct a bounaﬁ(&) — A(0).

Recall the expressions (35) and (34) of importance sample approximations calcu-
lated in the Monte Carlo E-step. More generally, we will consider self-normalizing
sums of the form

L i i

p = Zim ZEDX() 0)

>ic1 Z(x)
whereZ : ¥ — [0, b] correspond to the importance sample weights, End¥ y —
{0, 1} indicates whether or not théh importance sample exhibits the event of interest.
For example, if we are approximating ; then X (r’) = ri’t,. Denoting byP the
target distribution and byz the importance sampling distribution, we ha¥ér?) =
P[ri|x, A, 7]/R[r'|x, A, ]. Now, we are trying to approximate

po= Y X(r)P[r)x,A, ] (81)

revy

Note thatE[fi;] # w1, SO we cannot directly apply standard concentration results such
as Hoeffding’s inequality or McDiarmid’s bounded-differences inequality. To see why
this is true, consider the cage= 1:

rH) X (r!
E[Z(zzig)} = > X(r)R[r[x,A,n] (82)
# > X(r)P[r)x,A,x]. (83)
revy
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We can, however, show that the approximatignis asymptotically consistent. Ob-
serve that

. AT
B = Y g e Rl A (84
rev
= Y Plx A7 (85)
revy
- 1, (86)

sinceP is a probability distribution or¥ 5/, and

Plr[x, A, w]

EZ(r)X()] = > Rlrlx, A, 7] X(r)R[r|x, A, ] (87)
revy

= > X(r)Plr|x,A,n] (88)
revy

= [ (89)

Then, by a strong law of large numbers argument, it follows that> p asL — oc.

We have the following finite-sample concentration inequality demonstrating that
the approximation errofjy — p decays exponentially with the number of importance
samples/[.

Proposition 1. Let{(X;, Z;)} be a sequence of independent and identically distributed
random variables withX; € {0,1} and Z; € [0,b]. Assume thaE[Z;,] = 1 and
E[Z;X;] = p, and define

L

- L ZiX,

i = 72111 —. (90)
Zi=1Zi

Then for any > 0,

—2L € 2
Pr(fip —p>e < QGXP{IJQ(HW> } (91)

Proof. We haveZ; € [0,b], andX; € {0,1} soZ;X; € [0,b] also. Then by Hoeffd-
ing’s inequality [8], for anyt > 0,

i=1

L
Pr (Z ZiXi — Lp > Lt) < e (92)

and for anyt > 0,

L
Pr (Z Zi—L< —Lt) < eV (93)
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Define the event,
L L
E, = {ZZiXi—Luth}U{ZZi—Lg—Lt}. (94)
=1 i=1

Then by the union boundr(E;) < 2¢~2L°/%" for anyt > 0. Next consider the
complement,

L L

E, = {ZZiXi—Lu<Lt}ﬂ{ZZi>L(1—t)}. (95)
i=1 i=1

The eventE, implies that

SE L ZiXi— Ly Lu

Ea Zz‘Lzl Zi i Ef:l Zi o )
< L(lLi n L(lLﬁ—L nF &7
t(i + f). (98)

It follows that
{i-u=> 00 e, (99)

and so

m(mfwztffﬁ) < Pu(B) (100)
< Qem2Lt/VY (101)
Sete = t(1 + u)/(1 — t) to obtain the desired result. O

Before proceeding we slightly weaken the result of Proposition 1 to simplify com-
putations below. We note that this relaxation only effects the constants and does not
change the rate of convergence. Sifige< 1 andy > 0, ziy, — 1 < 1 with probability
1. Thatis, ife > 1 — p, then

Pr(fip—p>e) = 0, (102)

and Proposition 1 holds trivially. Thus, it suffices to consider ¢ < 1 in which case
1+ pu+e<2 Let

—Le2
0 = 2exp{2b§}. (103)

Then with probability at least — 4,

. 202 log 2
pr—p < \/T‘s- (104)
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Next, we will use this result to construct a bound fb@) - A(@).
Consider the collection of Monte Carlo sufficient statistics forsttth observation,
{&SZ)N} and{ﬁ?,)}. By assumption, we have

P[r|x(™) A’ 7']
by = _ 105
rl Rlr|x(m) A’ 7] (105)
which exists because the collectigny,, is finite, andP is absolutely continuous with
respect tak by assumption. Define

o Hlm m 2b72n log %
B‘S/ Ly, = U ai',t)” - OAE/ t)// Z Lié
e m
=M 2b$n IOg %
U U 7/‘(1 t’) - 7”§ t’) 2 Lié , (106)

t/

which is a union ofz( ) + N,, = N2 events, each of which holds with probability
at mosty’. By the union bound it follows thatr(Bj} ; ) < N,¢'. Next, define

an N?‘VL 2b2 log%
Citr, = Do (G0 —alm )+ >0 () = i) = N2y =2
t’,t”ZI =1 m

(107)
Observe thaBy; ; impliesCy?, . ThereforeCy', C By, andPr(Cy', )<
Pr(Bj', ) < N2 §. Letd” = N2 5. Also letL > 0 be a value to be determined
later, and for eaclm =1,...,T, set

QLN B2 Tog 2V
Ly = m Og v , (108)
log 57

[2b2 log 2 [ 262 log 2 log
2 m 6/ — 2 m 6// _ 6//
N, 7Lm N;, 7[/177, - (109)

Then with probability greater than— 6",

B (am) )\, N2 () () log 5
3 (a;j;,,_a;j;,,)+z(r;:, _f;;a) < /== @)

=1 t'=1

so that

By the independence of importance sample estimates for different observations, with
probability greater thafl — ¢)7,

N'm

_ ) ) R log 577
Ny > (%w %w) Z( )< = i

m=1 | ¢/ t'=1
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which implies

T Ny, T Nm lOg
>3 @ -am )+ Y (R -n) <7 5 (112)
m=11t /=1 m=11t—1

Recall that the varlable;s(m.) are indicators such that for fixed, o:(m.) =1 for

exactly one value of, andz(") = 0 for all otherj # i. Thus Z‘S‘ 1 xtmzxim) =1
andzm1 mi@ =1,andso Wlth probability greater thah — 6)7,
log
T )
L
T N T Ny
~(m)  (m) ~(m) _ ~(m)
> Z (at’ ¢’ Oét/ t”) + Z (Tl,t’ - Tl,t’ )
m=1¢tt"=1 m=1t'=1
T N S| T N ||
m) _(m) (m) _(m) m)  —_(m) m)
= Z ( §/ A Oéi(ﬂ,t”) Z ‘rt”,ixg’,j + Z (7&1 t gﬂ) ‘Ti(ﬂ,i
m=1#t"= i,j=1 m=1t'=1 i=1
T ISI Nn T |S| Nm
_ ~m) Z(m) ) (m) (m) Am) _ S(m)\ _(m)
- Z Z Z (at/ tll atl t/l) xt// ,th/ y + Z (Tl,t/ Tl t/ ) xt/ ;.
m=1ij=1¢t'=1 m=1i=1t'=1

Finally, setl — § = (1 — §”)T and multiply through by} log 0,,in| > 0. Then with
probability greater thath — §,

log 1
T | 10g Ormin| A S ) R

T
> S S (@ - al) elmal) 1og bl

N,
> (R 74 el Nowal -
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To complete the proof, observe that
NOEING
T ‘S‘ N7YL

= (XY amalmaln) (log A~ log AL

m=1ij=1¢t"=1

T |S| Nm
b3 SR g — g
m=11i=1t'=1

ISI Ny,

T

(XX S el (log A, —log 47,
m=1
T

i,j=1¢t"t"=1

IS| N
+ erl " xt,; (log7; — log 7)) (114)
m=1i=1t'=1
T |S| Np R
= > > (at’ iz atznt)”) zial) (log Ajj —log Aé,j)
m=114,5=1¢t't"
T |S N7n
3 (7 = 7)) 2l (tog 7 — log ) (115)
m=1i=1t'=1
Sincelin < Em-,Ag,j < 1 by assumption, fof,j = 1,...,|5|,
log 2” —logAj; < —logfmin (116)
= |log Omin|- (117)

Similarly, log 7; — log 7} < |log Omin| fori =1,...,]S|. Thus,

T |S| Np

3(5) A Z Z Z (at’ I O‘t'n;)”) xz(t” xt' ") |10g Omin|

m=114,5=1¢'t"

Z Z Z (ﬁn;b’) TYIZ’)> xt’ ) |10g 0m1n|a (118)

m=1i=1t'=1

and by (113), with probability greater than- 4,

TN log i=q=gyr
AO) -A0) < T [10g ||| —— 2. (119)
logé
€ = T |log ||| — =2, (120)

solve forL, and plug the resulting value back into (108) with= 1 — (1 — §)*/7 to
obtain the desired result.

Set
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A.2 Proof of Theorem 2

Theorem 1, our probablgpproximatelymonotonic result, was based on showing that
|A(6) — A(8)| < e with high probability. In order to remove the “approximately” and

obtain aprobably monotonicesult we will show thatﬁ(@) concentrates, in a relative
sense, abouh (6*); i.e., our goal is to show that with high probability,

o~

A(B) > (1 - €)A(87).

Recall thatA(6™) > 0 by definition, so the relative bound implies th&(@) > 0 with
high probability.

We need two preliminary results before we can get to the proof of the theorem.
First, we again need to derive concentration inequalities for the Monte Carlo sufficient
statistics. Then we use these bounds to show that the corresponding M-step parameter
estimates4; ; and7;, concentrate about their asymptotic meaA% and w;ﬁj. At

that point we have everything we need to construct the desired boumd(@)w >
(1—e)A(0Y).

The proof of Theorem 1 made useaufditiveconcentration inequalities, bounding
the probability of deviations of the forfia, — iz > ¢. In this proof we will needelative
concentration inequalities to ensure tfat > (1 + ¢)p with high probability.

Proposition 2. Let{(X;, Z;)} be a sequence of independent and identically distributed
random variables withX; € {0,1} and Z; € [0,b]. Assume thaE[Z;] = 1 and
E[Z:Xi] = u, and defingi;, = (X5, Z:X:)/(3.%, Z,), as before. Then for €

(07 1)1

2
L
PrfiL > (1+9n) < 2expq —F ‘ 7
L+ /3u+e/2p

and fore € (0,1),

Pr(fip < (1-ep) < 2exp{?i“<1+w;_w) }

Proof. SinceX; € {0,1} andZ; € [0,b], Z;X; € [0,b] also. Applying the relative
form of Hoeffding's inequality (seeg.g, Theorem 2.3 in [15]), we have that for any
g >0,

Pr i Z;Xi> 1+ p)Lp| < exp {W} . (121)
i=1 - B 2b(1+ B/3)
If 5 <1then2(1+ 3/3) < 3, and so forg € (0, 1],
L
P (Z ZX, > (14 5)Lu> < e { s } | (122)
i=1
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which suffices for our application. Also, for aRy> 0,

2

L
Pr (Z Z; < (1- 'y)L) < exp { 7;7 } . (123)
i=1

Suppose the events

{}:@X,<u+ﬁnﬂ} and {}:a:41_wL} (124)

i=1

occur simultaneously. Then
. 1+
> (1) w (125)
-
Since we will apply the union bound, we balance the exponential rates in (122) and
(123) by settingy = 31/ 2 .. Solving

1+8 148

for 3 in terms ofe results in

=1+e¢ (126)

g = ¢ . (127)
L+ /2u+e/2p
In order to ensure that < 1 we restrict
1+1

e < L 4 (128)

1-— %u

1+ %u
= —, (129)

1-— %u

Note that the right hand side of the expression above is greater than or equal to 1 for all
u € [0,1]. Apply the union bound with the complements of the events in (124) using
(127) in the exponent to obtain the first result.

The second part proceeds in a similar fashion. Applying the relative Hoeffding
bounds yields that for ang > 0,

L

P (Z ZX, < (1 ﬁ)Lu> < exp { s } (130)
=1

< exp { s } , (131)
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and for anyy € (0, 1],

L
Pr (Z Z; > (1+ 'y)L) < exp { _?j?l;yz } . (132)
i=1

Suppose the events

L L
{Z Z:X; > (1— ﬁ)Lu} and {Z Z; < (1 +7)L} (133)

i=1

occur simultaneously. Then

. 1-p
bk > <m> M- (134)

Because we will apply the union bound, we set 3, /x to balance the rates in (131)
and (132), and we restrigt < iﬂ so thaty < 1. Solving

N
1-p 1-p
= =1- 135
1+~ 1+8yn ¢ (135)
for 5 in terms ofe yields
€
g = ——, (136)
1+ /p—e/1
1 .
and to ensurg < o we restrict
1-— L
VA
< 1-
e < 51 (137)
1+
- Vi (138)

2

The right hand side of this expression is also greater than or equal to 1 foedD, 1].
Apply the union bound with the complements of the events in (133) using (136) in the
exponent to obtain the second result. O

Before proceeding we make some minor simplifications to the bounds just derived.
These relaxations only effect constants and do not change the rate of convergence.

Observe that + \/2p + ey /2p < 3 forall € [0,1] ande € (0,1). Thus, for any

R —Lué®
Pr(fip > (1+eu) < 2exp{ o } (139)

Similarly, 1 + /i — €'/ < 3forall 1 € [0,1] ande’ € (0, 1), and so

_ N2
Pr(fip < (1— ) < zexp{LQ’;(;)}. (140)
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Set

—Lpe?
d = dexp { 570 } . (141)
Then with probability greater thah— ¢,
27blog 4 27blog 4
2085 < fip < 2085 (142)
Ly Lu

Next, we will apply our concentration bounds for the individual sufficient statistics,
~(m)

?i"t’ anda, ., to show that each, is not too far away fron®} with high probability.
Recall the exact M- -step expressions fgrand A; ;

m 7m) (m)
e Zm 1Zt' 171 Ty, (143)

|S| m —(m m)
py m= 1215' 17"115/9%/1@
\ zm L X0 _ag ezl
A = : (144)
, | | m —(m) _(m)_(m)
Py m:l Zt’ =1 Qs g Ty 4 g

The corresponding expressions forand A; ; are found by replacing eao‘iﬁ’”) with

) anda§7;,, with ozt,mt,, We obtain the following proposition by bounding both the
numerators and denominators of these expressions using the two-sided relative bound
(142).

Proposition 3. LetL > 0 andd > 0 be given. Assume that there exists> 0 such
that 7! t) >\ andagfnt),, > Aforallm=1,...,Tandt',t" =1,...,N,,. If

27b,, L

Ly > = (145)
then with probability at least — (3" _, N2)4,
[S| ~ 1 — log §
ﬂ AZJ > L4 A;kj
ij=1 1+ loig
[S| 11— log 3
N [N37>|—F—= || (146)
i=1 1+ loig
Proof. First recall that there arg(";") + N,,, = N2 sufficient statistics associated

with the mth observation: one for each of tlﬁ(éNQm) possible transitions and one for
each possible initial state. Then, in total there Eéj;l N2 sufficient statistics to
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calculate in the E-step. Applying the union bound in conjunction with (142) we have
that with probability greater thah— (272:1 N2)6,

27bals), log 4 27bmal™), log 4
ayn), | RS 2 {0, < aln), e | 28 (147)
L, L.,
foralm=1,...,Tandt,t"=1,...,N,,, and
. 27b,, 7" log 4 . . 27b,, 7" log 4
A | 2 < ) < ) [ 2 (148)

1 R Lm Lm

forallm =1,...,7T andt = 1,..., N,,. Based on the assumption tfmgf") > A
andi™) > ), takingL,,, > 27b,, L/ A guarantees that

1t
27b,, L 27b,, L
L, > max max ————; max (149)
¢ 4"=1,0. N 5™ 7 =1, Ny f(m)
!t 1,t
Then with probability greater than— (32" _, N2)3,
log é —(m ~(m log é —(m
1-— 17 9 OZE/ t)” < O[g/ t)” < 1+ 7 0 a§/7t)//, (150)
foralm=1,...,Tandt,t" =1,...,N,,, and
10 é m m 10 é m
T[22 A < A < (122 A, (151)
forallm=1,...,Tandt' =1,..., N,.
Now, (150) implies that for eachandj,
(m) _(m)_(m)

T
Z Z ay, t,,xtT)xSn;) > \/ Z
m=1¢t't"=1 m=1

and for each,

Is| T (m) 4 S| T Nm
>SS < (106|325 aimean

k=1m=1¢'t" k=1m=1¢tt"=1

Ms

Oét/ t//xt// xt/ R

S
I

Taking the ratio of these two expressions yields the desired resu&fpandA;jj.
Similarly, (151) implies that for each

T Npn
Z ﬁl,@)fi@) > \/ Z Z 1y t xt’ i)’ (152)

m=1 t/
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and for each,
T Nm log 4 T Nm
S < (1 X e (153)
m=1 t/
Taking the ratio of these two expressions yields the desired resuit fomd . O

The remainder of the proof of Theorem 2 is now fairly straightforward.dLet 0
be the value given in the statement of Theorem 2. Monotonicity of the logarithm in
conjunction with Proposition 3 implies that with probability greater thand,

1 4 Zm 1 m
)
1—-\|———— o0
logA;; > logAL, +log LT , (154)
4 N2
log 727”:1 L
1+ \—F2—
for every: andj, and
At N2
log Zm;l m
1—-\|————— o0
logm; > logm; + log I; , (155)
4 N2
IOg Zm:l m
1\

for everyi. Multiplying each term by

Z Z ay x>0, (156)

m= lt/t” 1

or

T Np
Z Z ) > o, (157)
as appropriate, and then summing ovand;j, we obtain that

Q6:0') > Q(0":0)

a2 T N2
sl T IS| T N, 14 los =gt
L
m m m
E E g ozt/t//x,(f,,)xt, ,>+E E Er&)a:gw
a2 T N2
i,j=1m=1¢"t"=1 i=1m=1t'=1 1+ logw
L
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It follows from the definitions of{"}) anda{"), thaty>)™, 77} = 1andy_ D7, al"y), =
N,, — 1. Thus,

S| T S| T N
Z Z Z aE, t,,xt,, xt, >+Z Z Zr{’;?xﬁ,"?)
i,j=1m=1¢ t"=1 i=1 m=1¢=1
N, T Np
Z SToalm 3 S A (158)
m=1¢" t"'=1 m=1t'=1
T T
= Y (Nu-1+ > 1 (159)
m=1 m=1
T
- ZNm, (160)
m=1

and with probability greater thah— 4,

lOg Zﬁ 1N7n

Q0:0) > Q60+ ZN,,L log L . (161)
10g42177;71 N2,
14 2——

Subtractl(6'; 8’) from both sides to obtain that with probability greater than 4,

ayT N2
log 1 k=1 ¥

1— o= B S,
~ " L
AB) > A6 <§ N, >log — | (162)
1+ log Lgl m

Next, lete > 0 be the value given in the statement of Theorem 2 and set

T 2
4 N,
log ngl m

T R S S —
3" Ny | log L = —eA(6"). (163)
m=1 1 421 1 N72n.
= 1 + og Lé
Solving for L yields
eA(G 2
L _ 1 + oxp { m=1 N } 10 4 Zm 1 m (164)
] { ENUE) s 5 ‘
TP ST N

Recall the well known inequality:

Lemmal. u > log(1 + ) for u > 0.
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Applying Lemma 1 withu = ?(70:\2 > 0 gives

eA(6") eA(6%)
Zm:l Nm Zm:l Nm

Take the exponential, which is a monotonic transformation, and then invert the resulting
expression to obtain

(165)

—1
exp { —;A(O ) } < (1 i 6?(0 ) ) ' (166)
Zmzl Nm Zmzl N’m
It follows that
—eA(09) .
1+ exp {‘ T N } < 2 Zﬁzl Ny + €A(07) (167)
1— exp{ —;A(HN) } - eA(6")

Using this last result in (164), together with the choice gf from Proposition 3, we
find that if we use

2
_2Tby, (250 Ny +eA(6Y) 4" N2
L, = 3 ( NCR) log s (168)

importance samples for theth observation in the Monte Carlo E-step, tw&(ﬁ) >
(1 — €)A(0") with probability greater thath — 6. SinceA(6*) > 0 by definition we
may take: = 1. ThenA(a*) > 0 with probability greater thaih— ¢, and this is exactly
what we wanted to show.
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